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Abstract

This study has been conducted to improve the knowledge of processes re-
sponsible for dielectric breakdown of liquid and solid insulation. This is
important, as the electric power grid depends on reliable and cost effective
insulation materials.

Prebreakdown phenomena in liquid and solid neat cyclohexane, neat
n-tridecane, n-tridecane with 0.1 M N,N-dimethylaniline (DMA) and n-
tridecane with 0.1 M trichloroethene (TCE) have been studied in a needle-
plane geometry with positive and negative needle with impulse voltage. For
this purpose an experimental setup for dielectric testing of insulating liquids
and frozen liquids in the temperature range from -60◦C to +250◦C was built.
The system uses a sensitive differential charge measurement technique, a
computer controlled temperature regulator, a photomultiplier, and a pulse
generator with a fast rise time (<40 ns, <60 kV). The electrode gap was
11.5 mm, and most experiments were conducted with a 2 µm tip radius.

Experiments were conducted in cyclohexane to make comparison with
previous results with similar experimental setups possible, n-tridecane was
chosen based on the known similarities in energy bands for polyethylene and
alkanes. Thus n-tridecane was used as a model system for polyethylene. The
additives were chosen based on their electrochemical properties. DMA has
a low ionization potential and TCE is a known electron scavenger.

Currents recorded below the inception voltage (Pre-inception currents)
have been compared to finite element model calculations to obtain high-field
conductivity models for liquid and frozen neat n-tridecane and neat cyclo-
hexane. The conductivity models obtained in this way was then compared
to classical conductivity models. In addition field dependent ionization and
excitation energies obtained from density functional theory (DFT) simula-
tions have been used to explain the high-field conductivity. The high-field
conductivity in neat n-tridecane was found to have similar field dependence
as what has been reported for cross linked polyethylene, and high-field con-
duction in cyclohexane can be explained by the Poole-Frenkel mechanism.
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Conduction currents were observed at lower voltages in n-tridecane than in
cyclohexane, corresponding to the low space charge limited field (SCLF) in
n-tridecane. This may explain the lower inception voltage in cyclohexane,
as the SCLF for cyclohexane is sufficient to make electron avalanches in
the liquid phase plausible, while for n-tridecane the SCLF is low enough to
limit the field without the creation of a streamer/electrical tree. Thus the
formation of electron avalanches in n-tridecane may rely on the formation
of a low density region.

Adding TCE to n-tridecane increases the pre-inception current and re-
duces the inception voltage for negative and positive polarity. TCE had
no effect on propagation of streamers in n-tridecane. The main effect of
DMA in n-tridecane is to enhance the propagation of streamers and electri-
cal trees with positive polarity. This is in line with what has been reported
for cyclohexane, and is explained by the low ionization potential of DMA.

Inception voltages, light emission and charge injection were found to be
similar for liquid and solid phase in neat n-tridecane and in n-tridecane with
additives, which indicates that the same processes are responsible for incep-
tion and propagation of electrical trees in solids and streamers in liquids
when the material is stressed by a fast transient. The similarity between
the measured properties in solid and liquid phase leads to the conclusion
that electrical treeing mainly takes place in the amorphous regions of the
solid phase. The scatter is generally found to increase when going from
liquid to solid phase, which is explained by the inhomogeneity in the solid
phase.

In another part of this thesis work, approximations for the electric field
and the charge on a spheroid in a uniform background field (or semispheroid
on a plane) and of the maximum extent of the SCLF region on axis of the
spheroid is presented. This is relevant for electrical tree initiation, as a
SCLF region of about 2 µm is needed for inception. The approximations
are accurate for step voltages of finite rise time with exponentially increasing
conductivity of the form σ0exp(k|E|1/n), where “n“ can vary from 1 to 3,
which covers the range of functional dependence found in the literature, k
and σ0 are constants, and E is the electric field.
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Åstrand, and my co-supervisor Lars Lundgaard. Their suggestions, insight,
and support have made this work possible. They have shown great patience
with me throughout this project, and have been of invaluable help while
writing the articles that this thesis is based on.

Part of this work was conducted at the University of Connecticut. I want
to express my gratitude to professor Steven Boggs and his students at the
University of Connecticut for making my stays at UCONN so memorable.
Steven always took the time to sit down and discuss with me when I was lost
and did not know how to proceed. I always learned a lot at UCONN. The
stays there were very inspiring. Steven has also read through part of this
thesis, and patiently tried to improve my English and give me advice on how
to improve the thesis. During my stay at UCONN I was very impressed by
the students there, and I learned a lot from all of them. I would especially
like to thank Lily, Kai, Essay and Jim, who always took very good care of
me, both during daytime at the university, and after working hours. I would
also like to thank them for the many good parties I was invited to during
my stays in the US, and for patiently trying to teach me Chinese.

Further, I would like to thank my former and present colleagues at SIN-
TEF Energy research and at the Department of Chemistry. I would espe-
cially like to thank my fellow PhD students, Stian, Hans Sverre and Tjasa,
for many interesting and some very entertaining discussions. Dag Linhjell
at SINTEF Energy Research has also been very important to this work.
Calibration and testing of the experimental setup was at times extremely
challenging and time consuming. Dag always took the time to discuss pos-
sible problems and solutions when I was at a dead end.

I am very grateful for the financial support that I have received from

ix



x Contents

SINTEF Energy Research and from the Research Council of Norway. SIN-
TEF Energy Research generously provided funding for an extension of my
PhD period to finish this thesis.

Finally I would like to thank my friends and my supportive family.



Chapter 1

Introduction

1.1 Motivation

High-voltage equipment constitutes an important part of the infrastructure
of modern society. For transmission of electrical energy over large distances
high voltages are indispensable. All high-voltage equipment depends on
suitable insulating materials that can insulate conductors from other con-
ductors and ground. Insulation material used can be gas, vacuum, liquid,
solid or a combination of these.

Air is a cheap and reliable insulator, which is used extensively, for exam-
ple in electric power transmission (power-lines). However, using air as insu-
lation requires a large free volume around the conductors as the dielectric
breakdown strength of air is relatively low. The dielectric properties of air
and other gasses can be improved through increased pressure. In addition to
air several other gasses are used in high voltage equipment, including nitro-
gen, CO2 and SF6. In electronegative gasses, free electrons attach to neutral
gas molecules are converted from light to heavy charge carriers, which re-
duces greatly the rate of charge carrier energy gain from the electric field.
This is the case for SF6 and explains its superior dielectric strength when
compared to air, nitrogen and CO2. SF6 is also the gas of choice in high
voltage circuit breakers because it deionizes much more quickly than other
gases after an arc. However, SF6 is a very potent greenhouse gas, and more
environmentally friendly alternatives are being pursued. High pressure gas
insulation can attain high dielectric strengths, can be used with complex
geometries, and the insulation is considered self healing as a discharge will
not leave a permanent structure in the gas.

Liquid insulation has many of the same positive attributes as gas insu-
lation, but in addition it can act as a more effective coolant for high voltage
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2 Introduction

equipment, as convection currents in the apparatus can bring heat from
warm to cold areas. In liquids, as in gasses, dielectric breakdown is pre-
ceded by the initiation and growth of a streamer, typically growing from a
defect in the insulation, or from a protrusion at the conductors. Streamers
bridging the gap between conductors usually lead to dielectric breakdown
of the insulation. Streamers that do not bridge the gap will typically be
quenched when the field driving the phenomenon falls (either by reduction
of the background field or as a result of the growing streamer). Subsequent
convection of the liquid makes the insulation self healing, although repeated
discharges in the liquid will cause long term ageing of the insulation. The
higher density of liquids typically increases their dielectric strength com-
pared to gasses.

The intrinsic breakdown strength of solid insulation is typically higher
than for liquid or gas insulation. The main drawback with solid insulation
is that it does not process the same self-healing properties as liquid and
gas. Similar structures as observed in gas and liquid are also observed
at high voltages in solid insulation, where they are called electrical trees.
Such threes are permanent, so that once such a structure starts to evolve,
the process is cumulative and will eventually lead to dielectric breakdown.
Solid electric insulators are generally poor thermal conductors, which limits
their use in applications with high power density as thermal degradation and
finally thermal breakdown are likely outcomes. Solid insulation is, however,
needed in all power-apparatus as their mechanical strength is needed for
construction of power apparatus. In many cases, as for switchgear and high
voltage transformers, the solution is to combine solid and liquid or solid and
gas insulation.

For improved reliability and economy, knowledge of the causes of deteri-
oration is essential. The tendency to increase the design electric field to re-
duce cost as well as the push towards new more environmentally friendly in-
sulation materials requires more knowledge of the factors influencing break-
down and prebreakdown phenomena.

1.2 Hypothesis

The fundamental hypothesis on which this project is based is that the
evolution of hot electrons is the most critical component in the prebreak-
down/breakdown event for both solid and liquid insulators. Our initial
assumption was that the interaction between a hot electron and a molecule
should not depend on the phase of the material, whether it be liquid or an
amorphous solid. Therefore pre-breakdown phenomena are assumed to be
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similar in the two phases. To test this hypothesis, an experimental setup
was built enabling us to perform prebreakdown experiments in liquids and
frozen liquids, thus making it possible to compare measurements performed
in the same sample in liquid and solid states.

Hot electrons in the medium must originate either from charge injec-
tion from electrodes or through ionization of molecules in the insulation.
Two additives were employed, one with a low ionization potential (IP) and
one with known electron scavenging properties, to study their effect on the
prebreakdown phenomena, which should be related to the creation and cap-
ture of hot electrons. For hot electrons, and possibly electron avalanches,
to be created in a medium, a large electric field must exist over a sufficient
volume. As the charge redistribution in the high-field region will have in-
fluence on the field, it is important to find plausible high-field conduction
models that can be used to find the field distribution in which the electrons
are accelerated, in order to gain knowledge of the processes responsible for
inception of streamers and electrical trees.

Finally the base liquid used for most of the experiments, n-tridecane,
was chosen based on its similarities with polyethylene. It is postulated that
this (frozen) liquid can be used as a model system for the more complex
polymeric insulator.

1.3 Thesis outline

The main part of this work is presented in five papers included at the end
of this thesis. Throughout this thesis, the papers will be referred to as
paper 1 -paper 5. A list of all the papers can be found in the preface.

The thesis has been divided into 8 chapters, including this introduc-
tion. The next three chapters focus on theory after which a presentation
of the experimental methods and the chemicals used is given, followed by
a presentation of the experimental and theoretical results presented in the
papers. In the two last chapters, some thoughts/ideas for future work and
concluding remarks are given.
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Chapter 2

Field-dependent conductivity

Conductivity is proportional to the product of carrier mobility and carrier
density, both of which can be field-dependent. The increased conductiv-
ity typically observed when increasing the electric field can be caused by
injection of charge from the electrodes, dissociation of molecules into pos-
itive and negative ions, ionization of molecules creating ion-electron pairs
and/or an increase in the charge carriers mobility as a result of the electric
field. For liquids stressed by high fields the liquid can be set in motion
by the ions which in turn will lead to increased ion mobility in the liquid
(electrohydrodynamic motion) [1].

In the following, a brief recap of some important mechanisms for charge
injection from electrodes and conduction in bulk dielectrics are presented.
For a more thorough discussion the reader is referred to the book by Dis-
sado and Fothergill for solid dielectrics/polymers [2], the book by Werner F
Schmidt for liquids [3], and a series of papers on this topic [4–16].

2.1 Charge injection

2.1.1 Schottky injection

Charge injection at high field electrodes requires the potential barrier, Φ, be-
tween the metal electrode and the dielectric media to be lowered sufficiently
for electrons to escape. For electrodes in vacuum this barrier is given by
the work function of the material, while the situation is more complex for
polymers and liquids. To a first approximation the barrier that electrons
need to overcome to enter the dielectric can be modelled by the electro-
static attraction between the escaping electron and the electrode. This can
be formalized using the image charge method. The resulting potential as a
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6 Field-dependent conductivity

function of the distance from the electrode, V(x), is given by [2],

V (x) =
e2

16πε0εrx
(2.1)

where e is the electron charge, ε0 is the permittivity of vacuum, εr is the
relative permittivity of the medium, and x is the distance from the electrode.
When an external field is applied the potential will be lowered by eEx,

V (x) =
e2

16πε0εrx
− eEx (2.2)

where E is the electric field. Eq. 2.2 can be used to find how much the
barrier, Φ, is lowered by the external field. Based on this an equation
for the effective potential, Φeff , the electron must overcome to enter the
material can be found,

Φeff = Φ− e

2

√
eE

πε0εr
(2.3)

In order to find the current density across the electrode the rate at which
electrons with sufficient energy to climb the barrier enters the material must
be found. This can be done using the energy distribution of electrons in the
metal (given by the Fermi-Dirac distribution), and results in the following
equation for current at the electrode [2],

J =
4πemk2

B(1−R)T 2

h3
· e−

Φeff
kBT (2.4)

where m is the electron mass, kb is Boltzmann constant, R is the reflection
rate of electrons at the electrode surface (R ≤ 1), T is the temperature, and
h is Planck’s constant.

2.1.2 Fowler-Nordheim injection

For a sufficiently strong electric field at the metal-dielectric interface the
barrier width can be reduced sufficiently to make direct tunnelling of elec-
trons from the electrode into the bulk possible (∼ 20 MV/cm for tungsten-
cyclohexane) [10]. This is called Fowler-Nordheim injection. The current
density across the electrode can be found by quantum mechanics [2],

J =
e3E2

8πhφ
· e−

4
3

√
2m
h2

φ3/2

eE (2.5)
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where φ = Φ−Ef , Ef is the Fermi energy and Φ is the work function of the
metal. Eq. 2.5 is based on tunnelling through a triangular barrier [17], which
is a good approximation of the potential at the electrode surface for field
strengths of the magnitude necessary for Fowler-Nordheim injection. Cur-
rents measured in cyclohexane from very sharp negative needle electrodes
(< 0.5 µm) with DC voltage have been shown to fit eq. 2.5 [10].

Fowler-Nordheim injection is observed for negative electrodes where elec-
trons can tunnel through the barrier and into the dielectric (field emission).
For positive electrodes a similar phenomena can occur where electrons can
tunnel from the liquid to the metal (field ionization).

2.2 High-field bulk conduction

2.2.1 Hopping conduction

A series of common conduction models for polymers and dielectrics are
termed hopping conduction [2,18,19]. The term hopping refers to a sudden
displacement of a charge carrier from one localized site in the dielectric to
another nearby site. To achieve this, the charge carrier must overcome the
potential barrier between the two sites. This can be done either through
thermal excitation over the barrier, tunnelling through the barrier or by
a two stage process where the carrier is first thermally excited and then
tunnels through the barrier to an equipotential energy level in a nearby site
(thermally assisted tunnelling).

In general thermally assisted tunnelling is considered the most likely
hopping mechanism, at least for moderate field strengths [2]. There are
several different flavours of thermally assisted hopping conduction, two of
the most important being variable-range hopping [20] and the random free-
energy barrier model [21]. Variable-range hopping results in a conductivity
of the form [2,20],

σ(E) = Aexp

(
− B

Tn

)
, B = 4

(
2α3

9πkBN(Ef )

)
(2.6)

where A is a constant, T is the temperature, n = 1/4, and N(Ef ) is the
density of states at the Fermi level Ef . α can be derived from quantum
mechanics using the WKB approximation and depends on the shape of the
barrier (primarily on the barrier height and width) and the energy of the
charge carrier [2, 17]. For low fields, the hopping conductivity in eq. 2.6
is primarily determined by the temperature, but as the field increases the
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height and the width of the barrier that the charge carriers need to tunnel
through will be decreased, thus increasing the conductivity.

Note that hopping is in some way a misleading name for thermally as-
sisted tunnelling, as this mechanism does not require the charge carrier to
jump over the barrier. The term hopping is thus best used for the case
where the tunnelling between states can be neglected, and the charge car-
rier jumps over the potential barrier between sites. Such hopping over the
barrier results in a conductivity given by [18],

σ(E) =
2 ν a e n

E
· e−

W
kBT · sinh

(
eE a

2 kBT

)
(2.7)

where ν is the escape frequency, a is the distance between traps, E is the
electric field, e is the elementary charge, h is Planck’s constant, kB is Boltz-
mann’s constant, n is the charge carrier density, T is the temperature, and
W is the trap depth. The field dependence in eq. 2.7 comes from the low-
ering of the barrier in the direction of the field, and the increase in barrier
in the opposite direction. Eq. 2.7 is only valid for a single trap depth and
uniform distribution of the traps, and it assumes that tunnelling between
traps can be neglected [14].

The hopping conduction models assume the charge carriers to be lo-
calized between each “jump“ to a new site. As the field is increased, the
barriers are lowered making each jump easier and thereby increasing the
average speed of the charge carriers. Thus hopping conduction describes
how the mobility of charge carriers depends on temperature and field. Gen-
erally the field dependence of the mobility derived from hopping models
depends on the distribution of the traps in space and energy. A field de-
pendent conductivity of the form given by eq. 2.7 is the classical example
of hopping conduction, but more sophisticated models exists in which the
mobility increase exponentially with the square root of the field [13,14].

2.2.2 Poole-Frenkel conduction

A lowering of the barrier that localizes charge carriers is the foundation for
the classical Poole-Frenkel conduction mechanism [2]. The barrier is lowered
by the external electric field, thereby increasing the number of free carriers
in the dielectric. This mechanism can be used for materials with wide band
gaps that contain charge donors or acceptors. These charge donors and
acceptors should require more energy than the available thermal energy in
order to be ionized. In complex materials (i.e. polymers), regions of high or
low electronegativity can be created at chemical or physical defects in the
material, and these regions act as electron donors or acceptors [2, 15].
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The rate of thermal excitation, ri, over the barrier which localizes the
electrons in the donor states can be found in the classical limit, [2]

ri = nD ν0 e
− IP0−∆V

kbT (2.8)

where nD is the number density of occupied donor states, ν0 is the attempt
to escape frequency of the electrons, IP0 is the ionization potential of the
donors at zero field, and ∆V is the lowering of the potential in the field
direction given by,

∆V = −2

√
e3E

4πε0εr
(2.9)

At equilibrium, the rate of ionization is equal to the rate of recombination,
rr, which is expressed as, [2]

rr = nc(Nd − nd)vS = n2
cvS; (nc = Nd − nd) (2.10)

Here nc is the number density of conduction electrons, Nd is the number
density of donors, S is the capture cross-section of donors and v is the
thermal velocity of electrons in the conduction band. Assuming that the
system is in equilibrium, ri = rr,

nc =

√
nDν0

vS
e
− IP0−∆V

2kbT . (2.11)

The conductivity is given by: σ = ncµ, where µ is the mobility of free
electrons in the medium. The following equation is the classical Poole-
Frenkel equation, where one assumes that ν0 = NeffvS,

σ(E) =
√
NeffNd · eµ · e−

IP0
2kBT · e−

√
e3E

kBT
√

4πε0εr (2.12)

where Neff is the effective density of states in the conduction band, and
εr is the relative permittivity of the material. The relative permittivity is
included to account for the reduction in field acting on the electron due to
the screening by the dielectric. In Eq. 2.12, we have assumed that only the
free electrons contribute to the conductivity. One could also envisage that
bound electrons can tunnel through the barrier to a neighbouring ionized
donor leaving behind an ionized donor. This is called hole conduction and
can also contribute to the overall conductivity [3].
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2.3 Space charge limited field

As described in the previous section, injection of charge from the electrodes
and the conductivity of dielectrics are highly field dependent. Typically the
conductivity increases exponentially with the field. This has a marked effect
in high field regions, as the increase in conductivity leads to charge separa-
tion and charge buildup that limits the field. The resulting field is called
the space charge limited field (SCLF) and was first described by Zeller et al.
who used a simple model to investigate this phenomenon [22, 23]. In their
model, they assume that the conductivity can be approximated by a step
function with low conductivity below the SCLF and high conductivity above
the SCLF. The abrupt jump in conductivity was explained by a mobility
edge for electrons in the material, thus at fields above the SCLF the elec-
trons are effectively delocalized. Clearly this is a crude approximation, as
the conductivity increases gradually with field [13]. Nevertheless this simple
model is very useful as it provides simple approximations for the charge dis-
tribution and extent of the SCLF from a needle electrode [23] (see paper 5 ),
temperature rise near high field protrusions [22], and the electromechanical
forces acting on the material in such high field regions [22].

Most high field conductivity models can be approximated to a function
of the form,

σ(E) = σ0 · e(k·E 1
n ) (2.13)

where σ0, k, and n are constants, and E is the electric field. n is typically
either 1, 2 or 3, where n = 1 corresponds to standard hopping conduction
(eq. 2.7), n = 2 can be explained by mechanisms such as Poole-Frenkel
(eq. 2.12), Onsager-conductivity [7] and some hopping conduction mod-
els [13, 14], n = 3 has no established physical basis, but fits high field
conduction current measurements in n-tridecane (paper 2 ) and XLPE [12].
A simple statistical-mechanics approach based on the Poole-Frenkel mech-
anism with field dependent excitation and ionization energies suggests that
n = 3 for n-tridecane as a result of the field dependence of the excitation en-
ergies for n-tridecane (paper 4 ). Clearly eq. 2.13 is a simplification, as tem-
perature is not taken into account. For impulse voltages, the temperature
increase in the high field region can be substantial, and thus temperature
should be included in the formula [24]. Nevertheless, a simple conductiv-
ity formula like eq. 2.13 is sufficient to gain a better understanding of the
SCLF.

With a field dependent conductivity of the form given by eq. 2.13, the
SCLF can be estimated from the time scale on which charge must redis-
tribute to limit the field (dielectric time constant) compared to the frequency
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of the applied voltage. The dielectric time constant must be comparable to
the inverse of the voltage frequency [25],

1

w
=

εrε0
σ(Fc)

⇒ σ(Fc) = εrε0w (2.14)

where w is the frequency of the applied voltage and Fc is the SCLF. w is
angular frequency if a sin/cos voltage is applied, and normal frequency for
linear voltage ramps. An alternative to this approach is to compare the
resistive current density, E · σ(E), and the displacement current density,
ε0εr

dE
dt . If the capacitive term is dominant, then conductivity plays a sec-

ondary role, and the field distribution is approximately Laplacian. When
the field increases sufficiently to increase the conductive term to the same
magnitude as the capacitive term, the SCLF is reached.

Using eqs 2.13 and 2.14, a formula for the SCLF, Fc can be derived:

Fc =

(
1

k
· ln

(
εrε0w

σ0

))n

(2.15)

Eq. 2.15 shows that for an exponentially increasing conductivity, the SCLF
depends on the (angular) frequency, w. This is demonstrated in Figure 2.1,
where four conductivity models with the same SCLF at 10 MHz have been
plotted versus field (see paper 5 ). The four conductivity formulas plotted
all give a SCLF of 1 MV/m at 10 MHz. The SCLF for 20 MHz and 1 MHz
for all four models can be found from the intersection of the horizontal lines
corresponding to the respective frequencies (ε0εrw) and the conductivity
versus field. Note that the SCLF does not depend on frequency when the
conductivity is modelled as a step-function.

SCLF and high-field conductivity are important when trying to predict
the field associated with pre-breakdown phenomena. In the SCLF region,
the field will be almost constant, determined by the space charge, and can
be substantially lower than the calculated Laplacian field. However, the
space charge increases the volume of high field (Figure 2.2). The combina-
tion of high electric field and high conductivity also results in intense energy
dissipation in this region (σE2), which can result in substantial tempera-
ture increase in the material, especially for impulse voltages [24]. The high
energy dissipation and large space charge density in the high-field region
leads to strong mechanical and thermal stressing of the material that can
lead to degradation [22,25].
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Figure 2.1: Four models for high field conductivity and εrε0w versus elec-
trical field (εr = 2). Note that the SCLF given by the intersections between
the conductivity and εrε0w are low compared to typical insulators, but this
plot gives the idea of how to obtain the SCLF and the frequency dependence
of the SCLF. This figure is taken from paper 5.

Figure 2.2: Comparison of space charge perturbed field (blue) and Laplacian
field (red) along the axis from the apex of a semi-spheroid with minor axis
of 10 µm and major axis of 100 µm in a uniform background field. The
high-field conductivity used to obtain the blue line was a step function with
step (SCLF) at 1 MV/m. Note that for XLPE the SCLF is between 200
and 300 MV/m [25].



Chapter 3

Finite element method

3.1 Introduction

The finite element method (FEM) is used in the engineering and scientific
community in a wide range of disciplines ranging from civil engineering
to quantum mechanics [26]. It can be used to find numerical solutions to
partial differential equations with boundary values on complex geometries.
When FEM is used to solve and analyse problems, it is typically referred
to as finite element analysis (FEA). In this work FEM was used to model
conduction currents and the field distribution in a needle-plane geometry
using the commercial FEM program Comsol [27]. In the following, a brief
overview of the method will be given without going into the mathematical
details. A more complete introduction to the topic can be found in Ref. [28].

3.2 Brief history

FEM was developed in 1943 by the mathematician Richard L. Courant [29].
In his paper on variational methods for solving partial differential equations
(PDEs) he included a short appendix where he used piecewise-linear ap-
proximation on a set of triangles, which he called elements, to solve PDEs
on a set of simple two-dimensional geometries. More than ten years later
the method was rediscovered and used by engineers in the aviation indus-
try [30] from where it spread to virtually all branches of engineering and
science. The name “Finite element method” was given to the method by
R. W. Clough in a paper from 1960 [31], and an interesting summary of the
origin of the method can be found in Ref. [32].

13
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3.3 What is the finite element method

FEM is a numerical procedure used to find approximate solutions of partial
differential equations (PDEs) on a domain with a set of boundary conditions.
Such boundary value problems (BVPs) arise in mathematical modelling of
many physical, chemical and biological phenomena. Very frequently, the
equations under consideration, or the domain on which they should be solved
are so complicated that finding their analytical solution is either impossible
or impracticable.

FEM enables an approximate solution of complex BVPs by dividing the
domain on which the PDEs should be solved into many sub-domains called
finite elements. Thus the continuous domain is replaced by a number of
subdomains in which the unknown function (for example electric potential or
temperature) is represented by simple interpolation functions with unknown
coefficients. These coefficients are the value of the unknown equation at
a set of nodes in the finite element. The nodes are placed at each edge
of the elements, and internally if a higher order shape function is used.
Then a set of linear equations is created for each element using variational
methods [28, 33] or weighted residual methods (for example the Galerkin
method) [28,34]. These equations are then combined into one large equation
set, and solved using standard linear algebra after the boundary conditions
are imposed. In some cases, where the material properties depend on the
unknown function or its derivative, iterative methods are used to solve the
BVP. Problems where material properties depend on the unknown function
or its derivatives are called nonlinear, an example is problems involving
field dependent conductivity. In this way an approximation of the unknown
function are obtained at the nodes, and can be found approximately for all
parts of the domain by the interpolation functions (shape functions). In
summary the FEM consists of the following basic steps:

• Creating the problem geometry

• Discretization of the domain (creating the mesh)

• Selection of interpolation/shape equations

• Formulation of the system of linear equations

• Solving the equation set

The description above only explains how the PDEs are solved for a sta-
tionary system. For a time dependent problem one must also discretize
time (discrete time steps are used), thus the problem is discretized in both
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space and time. There are several methods for time stepping in numerical
solvers of PDEs, many of which are based on so called Backward Differen-
tiation Formulas (BDFs). BDFs are formulas that give an approximation
to a derivative of the unknown function at a time t in terms of its values at
t and earlier times. They are derived by forming an interpolating polyno-
mial approximating the function using the solution from earlier time steps,
differentiating it, and evaluating it at t. Picking appropriate time steps
is challenging, as small time steps are beneficial to improve convergence,
while larger time steps speed up the calculations as the equation set must
be solved for each time step.

The accuracy of the solution can be improved by dividing the domain
into smaller elements or by using a higher order shape function. However,
this comes at a computational cost. A useful feature of the FEM is that
the mesh does not have to be uniform. Thus a tight mesh can be used
where a good approximation of the unknown function is needed or where the
unknown function changes rapidly, and a coarse mesh can be used elsewhere.
For time dependent problems, time stepping is typically challenging as short
time steps improve convergence but at a computational cost. This can be
overcome by adaptive time-stepping where short steps are used when the
unknown function changes rapidly, and longer time steps are used when this
is not the case. One should, for example, use short time steps during the
voltage rise of a step voltage when the conductivity of the material depends
on the electric field (nonlinear problem), while longer time steps can be used
during time periods where the electric field changes slowly.

3.4 Application

FEM has its roots in structural and civil engineering and is still very impor-
tant in these disciplines [32]. However, PDEs are central to science and can
be used to describe a large range of phenomena in science and engineering.
A few examples of areas where FEM is important are: acoustics [35], dif-
fusion [36], electromagnetics [28], fluid dynamics [37], geophysics [38], heat
transfer/thermal analysis [39], and quantum mechanics [26].

Within engineering, FEM is often used to test new designs before pro-
duction of a test series/model. In this way, critical parameters can be tested
as an integrated part of the design process prior to construction. For the
aviation and car industry, the structural strength of their designs and the
ability to withstand impact can be analysed, while for electrical engineering,
hot spots (both thermally and electrically) in transformers and other high
voltage equipment can be discovered by FEA of the design.
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FEM is used extensively in electrical engineering for a wide range of
problems, from simplified models of complete transformers [40–43] to mod-
els of streamer inception/propagation in dielectric liquids [44–46]. FEM has
been used to model internal faults in power transformers to improve diag-
nostic methods of transformers in service [41,43] and to analyse transformer
failures [40]. For more fundamental studies of the effect of very high fields on
dielectric materials, charge generation and transport is of vital importance.
FEM can be used to find plausible high-field conduction mechanism for di-
electrics by comparing results from simulations with experimental measure-
ments [12] (paper 2 ). Such high field conductivity formulas, in combination
with thermal properties of the material, can be used to calculate the field
distribution, space charge buildup, electro-mechanical tension, and temper-
ature rise in dielectrics in the vicinity of conductive protrusions for various
voltage waveforms [25]. It can also be used to find the defect tolerance of
the insulation [47], and the energy available for channel formation/three
inception [48].

FEM has been used to find plausible mechanisms for the transition from
water trees to electrical trees [49] and to model the change in dielectric re-
sponse seen for cables with water trees [50]. Modelling the entire process
responsible for the inception and propagation of electrical trees and stream-
ers is, however, a daunting project as the mechanisms are very complex (see
chapter 4) and the phenomenon is three dimensional. Even so, two dimen-
sional models of streamers have been obtained with FEM for a model where
free charge is assumed to be generated by field ionization [44–46]. Never-
theless, for modelling inception and propagation of streamers and electrical
trees, hybrid methods are typically used. In hybrid models, FEM or other
numerical methods are used to calculate the local electric field, while the
propagation of the channel/tubule is controlled by a random generator and
the local field [51, 52]. Such methods have been utilized to recreate the
general shape of electrical trees and streamers [51–54].



Chapter 4

Prebreakdown phenomena

Stressing of dielectric liquid and solid insulation by a sufficiently strong
electric field ultimately breaks down the material insulating properties, re-
sulting in breakdown. This process can occur slowly as a result of long time
ageing or rapidly at high over-voltages. Typically the dielectric strength of
insulation materials used in high voltage systems is so high that extraor-
dinary incidents (lightning impulse/switching impulse), malpractice when
performing maintenance, conducting protrusions into the insulation creat-
ing regions with high fields or other contaminants reducing the mechanical
or dielectric strength of the material is responsible for dielectric breakdown.

This thesis concentrates on the propagation of pre-breakdown structures
in liquid and solid insulation from sharp needle electrodes in a needle-plane
geometry. In liquids, all such “structures” are called streamers and are
characterized by a change in refraction index making visual observation of
the phenomena by schlieren or shadowgraphic techniques possible. For solid
insulation, the structures are called electrical trees. In both cases, the shape
of the structure can be quite diverse, depending on the experimental condi-
tions and the sample material. However, bush or tree like structures are seen
for both phases. In the following sections, some characteristics of streamers
and electrical trees are presented, as well as some models used to explain
the physical phenomena responsible for their inception and propagation in
the insulation.

4.1 Streamers

Whereas streamers in gas discharge theory is a well defined type of dis-
charge [55, 56], “streamers“ as related to liquids is a term used for all
pre-breakdown phenomena observable by shadowgraphic or schlieren tech-

17
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niques. As a consequence fundamentally different phenomena are classified
as streamers. To differentiate among types of streamers, they are typi-
cally labelled by the polarity of the electrode from which they initiate. In
addition to the division by polarity, one separates the streamers by their
appearance and the speed of propagation into differing propagation modes.
For positive streamers, the propagation speed increases in well defined steps
as the voltage is increased, and four modes have been reported for trans-
former oil [57, 58]. For negative polarity the propagation speed increases
more gradually, making classification into modes more difficult. In addition
to visual inspection and average speeds based on pictures and oscilloscope
recordings, the transition between modes can typically be seen by a clear
increase in average current during streamer propagation [59]. This makes
classification into different modes possible based solely on charge/current
recordings. In addition to the polarity and voltage amplitude, the inception
voltage (voltage level where 50% of applied impulses results in inception of
streamers) is also influenced by the electrode geometry and the rise time of
the applied voltage [60]. Typically the inception voltage is lower for negative
polarity than for positive polarity.

The mechanism responsible for inception of streamers from negative nee-
dle electrodes in cyclohexane has been studied thoroughly, and is the same
for dc and impulse voltage [10,61,62]. The first discharge occurs in the liquid
phase and a shock wave develops propagating from the needle electrode. In
the wake of the shock wave, a bubble develops, and subsequent discharges
occur in the bubble. This theory has been supported by experiments show-
ing that the first current pulse (electron avalanche in the liquid) does not
depend on pressure, while the subsequent discharges can be quenched by
increasing the hydrostatic pressure [61]. For positive streamers, even the
first discharge can be quenched by increasing the hydrostatic pressure [61].
Thus the discharge responsible for inception of positive streamers proba-
bly occurs in a low density region. Such a low density region can be formed
through joule heating (boiling), increased concentration of microvoids due to
electromechanical forces [63], pressure reduction due to Coulomb repulsion
between unipolar charges [64, 65], or a combination of these mechanisms.
Although experiments suggest that electron avalanches in the liquid phase
are responsible for inception of negative streamers in cyclohexane this is not
necessarily the case for all liquids. Liquids with a low SCLF and a short
mean-free path for free electrons require a low density region for avalanches
to occur, as the field never reaches sufficient magnitudes to facilitate elec-
tron avalanches at normal densities. Thus inception for negative and pos-
itive streamers in liquids with a low SCLF and/or a short mean-free path
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(a) Repetitive discharges in the gas
phase feeds the streamer with the
energy required for growth. Elec-
tron avalanches produce electrons
that bombard the streamer-liquid
interface inducing local evaporation
through inelastic collisions.

+

(b) Positive 1st mode streamers
propagate in a similar way as nega-
tive streamers. The energy required
for evaporation of the liquid is pro-
vided through discharges in the gas,
but the fast electrons now prop-
agate towards the high-field elec-
trode, leaving slower ions behind.

Figure 4.1: (a) 1st mode negative streamer propagation and (b) 1st mode
positive streamer propagation

might be as described for the positive polarity above (paper 2 and paper
3 ). An outline of the propagation mechanism for negative and positive 1st
mode streamer is given in Figure 4.1

Second mode streamers propagate faster and form more filamentary
structures than 1st mode streamers. Inception of 1st and 2nd mode pos-
itive streamers is probably governed by the same process [60]. For both
modes, an ionized bubble is created by the first discharge, but while 1st
mode streamers evolve into a dense bush-like structure 2nd mode stream-
ers are more filamentary. Second mode positive streamers require a voltage
above a threshold voltage, typically called the propagation voltage, Vp, that
is independent of the point radius [60]. Thus 1st mode streamers require
a sharp needle where inception can occur at voltages below the propaga-
tion voltage. For electrodes with point radius above a critical radius, rc,
no 1st mode streamers are observed [60]. An ionized low density bubble is
created, but for voltages above the threshold voltage for 2nd mode stream-
ers, the resulting field at the boundary of the bubble is large enough for
ionization of the liquid-bubble interface. This results in a propagating ion-
ization region (“streamer head”). The ionization of the liquid in front of
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Figure 4.2: Simplified model for 2nd mode positive (upper) and negative
(lower) streamer propagation. (1) Streamer channel, (2) Streamer head and
(3) electron avalanches (point of arrow=start of avalanche). For this mode
the field at the boundary of the streamer head created by the large space
charge density in the streamer head combined with the background field is
strong enough to ionize the liquid in front of it (through electron avalanches
or possibly direct field ionization), thus it becomes a propagating ionization
region. As the streamer head propagates it leaves behind a thin filament of
conducting plasma (streamer channel) connecting it to the point electrode.
The streamer head has the same polarity as the high-field electrode from
which it propagates, and the streamer can be considered an electrically
conductive extension of the electrode.
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Table 4.1: Descriptors for streamer inception and propagation. The ta-
ble has been divided into three main groups, molecular properties, bulk
properties, and external properties

Descriptor Ref

Molecular packing density
and molecular branching [69]
Functional groups/atoms [70–73]
Molecular double and triple bonds [73,74]
Molecular parachor [75]
Molecular dipole moment [75]

Conductivity [76]
Viscosity [70,77–81]
Boiling point [82]

Hydrostatic pressure and temperature [61,70,80,81,83] (paper 1 )

the “streamer head” can be either by direct field ionization [66, 67] or im-
pact ionization [16,68]. This mode of propagation creates thin filaments of
conducting plasma channels connecting the streamer head to the point elec-
trode. The streamer head has the same polarity as the high-field electrode
from which it propagates, and the streamer can be considered an electrically
conductive extension of the electrode from which it propagates. In a diver-
gent field the streamer will propagate until the field at the streamer head
is reduced to a level where no further ionization of the liquid is possible.
This field reduction can be caused by the voltage drop along the streamer
channel or by branching of the channels resulting in a field grading. A sim-
plified outline of the propagation mechanism belived to be responsible for
2nd mode streamers is presented in Figure 4.2.

Extensive research on prebreakdown and breakdown in liquid insulation
has provided a large amount of experimental data, which is useful when
attempting to understand the influence of molecular and bulk properties of
liquids and additives on the inception and propagation of streamers [77,84].
In Table 4.1 some of the proposed descriptors believed to be important
for inception and/or propagation of streamers are given. In addition to
the molecular and bulk properties of the liquids external factors like hy-
drostatic pressure and temperature are important. These properties are
relevant to the energy required for the phase transition necessary for in-
ception and propagation of streamers, as well as the viscosity of the liquid.
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The energy required for inception and propagation of streamers is taken
from the electric field through processes like field ionization [66] or impact
ionization [16] which create free charge that can deposit the energy in the
streamer structure or at the interface between the streamer and the liq-
uid [85]. The molecular properties of the liquid influence the energy transfer
from the electric field to the streamer, as the energy required for ionization
(ionization potential) and the mean-free path of free electrons (determin-
ing the energy distribution of free electrons) in the liquid is determined
by these factors. The bulk properties, on the other hand, determine the
energy required for growth (phase transition/fluid dynamical drag). The
bulk properties, as well as external properties, mainly influence the slow
first-mode streamers [61, 79]. The faster more energetic 2nd mode stream-
ers, which consist of thin plasma filaments, are typically less affected by
the bulk properties of the liquid [79]. Nevertheless, bulk properties, such as
viscosity/temperature, have been shown to influence the transition between
the 1st and 2nd mode [80].

In addition to the molecular and bulk properties of the base liquids,
it has been known for over thirty years that small concentrations of ad-
ditives with electron-scavenger capabilities or low ionization potential can
have a drastic effect on streamer propagation characteristics [66, 86]. Dur-
ing the last decades, this has been confirmed for a large variety of base
liquids and additives [59, 71, 85, 87–89]. These studies have shown that
electron-scavengers generally make negative streamers more filamentary and
increase their propagation speed, with no effect on positive streamers. Low
IP additives, on the other hand, increase the propagation speed of positive
streamers, while generally having no effect on negative streamers.

4.2 Electrical trees

An electrical tree in solid insulation can be generated by slow cumulative
degradation at moderate stress caused by ac or repeated impulse voltage,
eventually leading to the inception of an electrical tree, or high over-voltage
resulting in nearly instantaneous tree inception. This sets electrical treeing
apart from streamers in liquids, as liquid insulation is self healing, which
reduces the importance of cumulative degradation for the liquid phase.

Cumulative degradation of polymers has been studied thoroughly as
once an initial void is created in the material, partial discharges in this void
will result in an electrical tree [90]. One proposed mechanism which can
cause such voids is free radical production by electron impact excitation
and ionization followed by autoxidation processes [90–92]. This hypothesis
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has been supported by the observed effect of oxygen [90], temperature [93],
and antioxidants [94] on the inception of electrical trees in polymers. The
observation of an oxidized deterioration region at protrusions which create
high fields is further proof of this [95]. However, this does not mean that ox-
idation is a necessary condition for cumulative degradation and breakdown
of the dielectrics, only that the process is enhanced by oxidation. Indeed,
degassing and impregnation of the polymer with Ar or He enhances the
degradation process compared to in air. This has been explained by the
Penning effect, where molecules excited by the impact excitation loose their
energy on impact with the polymer, breaking molecular bonds [96]. Even in
degassed polymers or polymers re-impregnated with nitrogen, cumulative
degradation eventually is observed, even though no oxygen is present [97].
In this case, the starting void is most likely created by hot electrons break-
ing polymer bonds, ultimately creating a void, without the additional aid
of oxidation processes. The gradual deterioration of the material could also
be caused by cracking and free volume formation due to electromechanical
stress in high field regions [98].

Hot electrons with sufficient energy to cause material degradation through
impact ionization, impact excitation (Penning effect) or by breaking poly-
mer bonds require a sufficiently long mean-free path in the material for
energy transfer from the electric field. Thus the detoriation process can
be slowed down by reducing the mean-free path of electrons in the in-
sulation. This can be achieved through impregnation with liquid [99],
gas [91, 96, 97, 100, 101] or additives with known electron scavenger prop-
erties (i.e. SF6) [101]. Several low molecular weight additives are effective
as treeing inhibitors. This has been explained by diffusion of such molecules
towards high field regions enhanced by dielectrophoresis. Thus the free vol-
ume in the most critical regions are filled with gas, thereby reducing the
mean-free path of electrons [102]. The effect of some of these low molecular
weight additives, typically byproducts from crosslinking, could also be ex-
plained by a reduced resistivity in the high field regions to which they will
migrate, thus reducing the field in this region [102]. Such a low resistivity
would lead to a low SCLF, thus reducing the strain on the insulation. An
ideal dielectric should have a SCLF low enough to limit the field to safe
value at protrusions/in the high-field regions without damaging the mate-
rial. Such a material could only fail thermally [25,103]

At high overvoltages, electrical trees can occur nearly instantaneously.
Such trees are typically called impulse trees. Impulse treeing is a rapid
process too fast to be explained by the processes typically believed to be
responsible for cumulative degradation of polymers (oxidation and the Pen-
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ning process). Inception and propagation of such trees are typically ex-
plained by hot electrons that form electron avalanches in the material by
impact ionization, quickly deteriorating the material insulation properties
and leading to the formation of a channel (tubule). Such propagation is
believed to be a stepped process, where the channel acts as an extension of
the electrode, and charge is injected/extracted at the tip of the tubule [2].
This process will go on until the field at the tip of the tubule falls below
a threshold needed for efficient energy transfer from the field to the ma-
terial through electron avalanches. Impulse treeing is affected by many of
the same factors as ac-treeing (slow cumulative degradation), but processes
such as dielectrophoresis, oxidation and the Penning process are too slow
to influence the process. Reducing the mean-free path of electrons by im-
pregnation as described for ac-treeing does, however, have a clear beneficial
effect also for impulse treeing. Another way of reducing the likelihood of an
electron avalanche occurring in the solid insulation is by redistribution of
the electric field, lowering the field in the high field regions. The deteriora-
tion/oxidized region observed due to slow cumulative degradation enhances
the withstand capabilities of the material to impulse treeing [95]. Oxida-
tion of the material leads to an increased number of polar groups in the
detoriation region, thus also increasing the permittivity in this region, re-
sulting in a lower electric field in this region than what would be the case
with uniform permittivity in the insulation [95]. This effect could also be
explained/enhanced by increased conductivity in this region which would
lower the SCLF.
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Methods and materials

The experimental setup and methods used are described in detail in pa-
per 1 ; thus only a brief recap of some important aspects will be repeated
here. After the experimental outline the reason for choosing cyclohex-
ane and n-tridecane as base liquids, and N,N-dimethylaniline (DMA) and
trichloroethene (TCE) as additives are given (for more information see paper
1, paper 2, and paper 3 )

5.1 Experimental outline

A drawing of the complete experimental setup, as well as pictures of the
main parts of the setup, can be seen in Figure 5.1. Experiments were per-
formed on a sample of liquid or frozen liquid. Step-voltages with rise time
of approximately 40 ns were applied to the plane in a needle-plane geome-
try. The grounded needle had a tip radius of 2 µm, and the gap between
the electrodes was 11.5 mm. Phenomena occurring in the high field re-
gion were studied by recording the charge induced on the needle by charge
injection from the electrode, and high field conduction/discharges in the di-
electric. The charge on the needle electrode caused by displacement current
was subtracted using a differential amplifier and a low-field (blunt) elec-
trode (see Figure 5.2 and paper 1 ). Similar charge measurement techniques
have been used to study high field phenomena in both liquid and solid di-
electrics [23, 61, 104], and such measurements can be compared directly to
FEM calculations [12, 25] (paper 2 ). In addition to the charge measure-
ments, a photomultiplier was utilized to record light emission from the high
field region. Light emission is closely related to the processes occurring in
this region, as it is the result of relaxation from states excited by impact or
thermal excitation during the redistribution of charge (paper 3 and paper
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4 ).

The needle-plane geometry results in a highly divergent field in which
electrical trees and streamers can propagate without causing breakdown.
For a homogeneous field, inception of streamers/electrical trees will typi-
cally result in breakdown. This is because the background field, in which
the structure propagates, does not decrease as the streamer/electrical trees
traverses the gap between the electrodes. The propagating phenomenon
results in a field enhancement at the tip of the streamer/tree. Thus as long
as the background field is constant, the phenomenon will propagate until it
bridges the gap between the electrodes. For a divergent field, inception of
streamers or electrical trees is not necessarily followed by breakdown, as the
background field falls as the phenomenon propagates away from the nee-
dle electrode. As there is a voltage drop over the channel/tubule, and the
structure is typically branched, the combined effect of field grading due to
branching and potential drop over the streamer/electrical tree will reduce
the field at the tip of the structure to a point where further propagation
is inhibited. Thus pre-breakdown phenomena can be studied with sensi-
tive measurement techniques (such as our differential charge measurement
technique) that would be destroyed by breakdown. The needle-plane geom-
etry also makes it possible to study the polarity effect, and since the power
dissipation as a result of high-field conductivity will be limited to a small
region, it is also possible to study high-field conductivity in the material
without thermal breakdown. Finally, breakdown in real power apparatus
typically occurs due to a defect in the insulation or at the interface with
electrodes/semicon, and the needle electrode can act as a model for such a
defect.

The main reason for building a new experimental setup was to control
the temperature of the sample. More specifically, the goal was to conduct
experiments in liquids and in frozen liquids. For experiments on liquids,
the liquid was held at a constant temperature, typically 20◦C, while for
frozen liquids various temperature programs were used (paper 1, paper 2,
and paper 3 ). When freezing the liquid a slow cooling rate was used (-
1◦C/min) to limit the problem of bubble formation in the ice as a result
of the density difference between the liquid and the solid phase. Once a
temperature well below the freezing point of the liquid was reached, one
of two approaches was used. Either a single impulse was applied to the
frozen liquid before reheating, or several impulses were applied until a partial
discharge was detected. In this way, intrinsic properties of the frozen liquid
and cumulative degradation of the material could be studied. By varying
the time delay between impulses, the effect of residual space charge from
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(b) Pictures of the experimental
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Figure 5.1: Drawing (a) and pictures (b) of the experimental setup. (1)
Tektronix TDS684 Oscilloscope, (2) Lecroy DA 1855A Differential amplifier,
(3) Hamamatsu R943-02 photomultiplier, (4) Julabo LH-85 Circulator, (5)
Test cell, (6) Computer, (7) High voltage pulse source, (8) Fug Probus IV
GPIB controlled 0-10 V DC supply, used to control the output from a HV
spellman DC supply, (9) Spellman SL300 100 kV HVDC supply and (10)
Stanford research systems DG535 Digital delay generator. The drawing of
the experimental setup is taken from paper 1.

previous impulses could be studied in both liquid and frozen phase.

5.2 Chemicals and procedure for sample prepara-
tion

Experiments were conducted in neat cyclohexane and neat n-tridecane (pa-
per 1 and paper 2 ), as well as in 0.1 M DMA in n-tridecane and 0.1 M TCE
in n-tridecane (paper 3 ). The molecular structures of the chemicals used in
this study is shown in Figure 5.3.

The first experiments with the new experimental setup described in the
previous section were conducted in neat cyclohexane (paper 1 ). Cyclohex-
ane was chosen based on the extensive amount of experimental data already
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(1)
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Figure 5.2: Differential charge measurement: (1) Differential amplifier
(Lecroy 1855A), (2 and 3) Measurement capacitor for the probe and needle,
(4) Probe electrode, (5) Needle electrode and (6) Plane electrode. (paper 1 )

presented in the literature [59–61, 88, 89, 105, 106], which made it a good
benchmark liquid to test the experimental equipment with.

The main part of the experimental work was conducted using n-tridecane
as a base liquid (paper 2 and paper 3 ). n-tridecane was chosen primarily
based on its similarities with polyethylene, but also because it is available
in high purity at a reasonable cost, and because it has a relatively high
melting point (-5.5 ◦C [107]). Quantum chemical calculations have shown
that the energy levels of linear alkanes converge towards the energy levels
of polyethylene as the number of carbon atoms increase [15]. In addition,
the morphology of n-alkanes has been studied extensively because of their
importance in biological systems and as model systems for polyethylene [108,
109]. Combined, these factors made n-tridecane a logical choice as a model
system for polyethylene.

The additives, DMA and TCE, were chosen based on their electrochem-
ical properties and previous results with a similar setup where the effect of
electron-attaching and electron-releasing additives on prebreakdown phe-
nomena in cyclohexane were studied [89,106].

DMA has a relatively low ionization potential (IP) (Table 5.1). DMA
enhances positive streamer growth in cyclohexane [89]. In addition to a low
IP, density functional theory (DFT) calculations in the gas phase have shown
that DMA has a low first singlet-singlet excitation energy of approximately
2.4 eV (paper 4 ). TCE was chosen because of its known electron scavenger
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(a) n-tridecane

(b) cyclohexane (c) DMA (d) TCE

Figure 5.3: Molecular structure of chemicals used.

properties (high electron affinity and large cross section). TCE enhances
negative streamer growth in cyclohexane [89]. TCE has IP and singlet-
singlet excitation energy similar to cyclohexane and n-tridecane (Table 5.1).

99.9 % pure n-tridecane and cyclohexane were degassed for 24 hours,
and treated with a molecular sieve (3 Å Zeochem) to reduce the content
of water. During experiments, the sample volume was in contact with a
10 ml reservoir filled with air and molecular sieve, and the two volumes
were connected through a syringe. This reservoir allowed the sample to
expand during temperature cycling. After filling, some gas absorption from
the reservoir into the sample must be expected.

As the purity of the additives was better than 99%, no pretreatment of
the additives was performed. The additives were mixed with neat degassed
n-tridecane overnight in a closed bottle using a magnetic stirrer.

Table 5.1: Ionization potential (IP) and electronic excitation energy (EE)
for the first singlet-singlet transition. EE values are based on DFT calcula-
tions in the gas phase (paper 4 ).

Liquid IP (eV) EE (eV)

cyclohexane 9.86b/8.4a 6.4
n-tridecane 9.25a 6.3
trichloroethene (TCE) 9.46b 5.1
N,N-dimethylaniline (DMA) 7.12b 2.4

aLiquid phase [110,111],bGas phase [107]
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Chapter 6

Experimental and theoretical
results

Five papers were written as part of this thesis, for four of which, I am the
main author and one where I am the first coauthor. In the following, a short
summary of the papers is provided.

Paper 1 presents the experimental setup used throughout the experi-
mental part of this work, as well as initial experiments performed on cyclo-
hexane. Cyclohexane is frequently used as a model liquid for transformer
oil in prebreakdown experiments, and thus experimental data obtained in
this liquid can be compared directly to results from literature to validate
the experimental procedure/setup. Comparison with literature shows that
the results obtained in liquid cyclohexane are similar to those obtained with
similar experimental setup by other groups. Experiments were performed in
liquid cyclohexane at three temperatures to investigate the temperature de-
pendence of pre-breakdown phenomena in liquid, and in frozen cyclohexane
to study the effect of the phase transition. Temperature has an effect on the
injected charge for a positive needle, probably caused by the reduced energy
required for bubble formation. A similar effect is expected for negative po-
larity, but the limited voltage range used did not give conclusive evidence
for this. No temperature effect was found for pre-inception currents or in-
ception probabilities for either polarity. Experiments performed in frozen
cyclohexane were hard to interpret due to problems with the experimental
setup, the inhomogeneity of the material as a result of the phase transition,
and residual space charge from previous impulses.

In paper 2 and paper 3, cyclohexane was replaced by n-tridecane. Pa-
per 2 presents experiments conducted in neat n-tridecane and compares the
data for n-tridecane with results obtained in cyclohexane (paper 1 ) and re-
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sults from literature. Pre-inception currents in cyclohexane and n-tridecane
were compared to FEM calculations to find plausible high-field conductiv-
ity formulas for the two liquids. Cyclohexane fit a classical Poole-Frenkel
mechanism, while the best fit for n-tridecane was a formula of the form
σ(E) = σ0 · exp(k · 3

√
|E|). The formula for conductivity in n-tridecane is

of similar form as reported for XLPE [12]. The concept of space charge
limited field was used to explain the large difference found for inception
voltage for cyclohexane and n-tridecane. While the SCLF in cyclohexane is
high enough to support electron avalanches in the liquid phase, the SCLF
in n-tridecane is lower, probably requiring the formation of a low density re-
gion to facilitate electron avalanches. Still, the main finding in paper 2 was
the correlation between the pre-breakdown phenomena in liquid and frozen
n-tridecane when virgin frozen samples of n-tridecane were used (meaning
that the sample volume was heated and cooled down between each im-
pulse). Based on this, it was proposed that the inception and propagation
of electrical trees in frozen n-tridecane stressed by fast transients occurs in
amorphous regions.

In paper 3 the effect of two additives, N,N-dimethylaniline (DMA) and
trichloroethene (TCE), on pre-breakdown phenomena is discussed. The
additives were chosen based on their electrochemical properties. TCE is
a known electron scavenger, while DMA has a low ionization potential.
DMA increases the propagation speed and the size of positive streamers
which is in line with previous results reported for DMA in cyclohexane [89].
Unlike in cyclohexane where DMA has no effect on negative streamers,
DMA had an effect on negative streamers in n-tridecane. The injected
charge decreased, while the emitted light increased when DMA was added.
This was interpreted based on the low energy of the first excited singlet state
in DMA (2.4 eV). Some of the energy from hot electrons can be absorbed
by impact excitation of DMA molecules and subsequently radiated away
from the high field region in the form of photons, thus not contributing to
the phase transition responsible for streamer growth at the streamer-liquid
interface.

Paper 4 is a theoretical paper on the effect of the electric field on ion-
ization potential and excitation energy for a series of molecules. The main
author of this paper is Hans Sverre Smalø, who has performed density func-
tional theory (DFT) calculations which form the basis for the paper. I have
contributed experimental results, FEM calculations, and classical conduc-
tivity models. Using DFT data to interpret the experimental results was
a joint effort. The paper presents a new conductivity model based on the
classical Poole-Frenkel mechanism. In this model the field dependence of
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the conductivity is given by the difference between the ionization poten-
tial and the first excitation energy. For cyclohexane, this gives the classical
Poole-Frenkel behaviour as the first excitation energy is almost independent
of the electric field for low and intermediate fields, while for n-tridecane the
first excitation energy decreases with increasing field, even at relatively low
fields. This modified Poole-Frenkel mechanism results in a field dependence
of the high-field conductivity in n-tridecane that is of similar form as the one
found in paper 2 for both cyclohexane and n-tridecane. In addition to the
relevance for high field conduction, the field dependent IP and excitation
energies are related to propagation of streamers and the transition between
different streamer modes. For fast mode streamers, photoionization is be-
lieved to play a key role, and the reduction of the IP with field supports this
hypothesis. The retardation effect of DMA on negative 1st mode streamers
in n-tridecane is also discussed in this paper (paper 4 ) based on the low
excitation energy of DMA.

Paper 5 presents approximations for field and charge on a spheroid in
a background field with a field dependent conductivity of the form σ(E) =
σ0 · exp(k · n

√
|E|) and for a conductivity that can be described as a step

function with low conductivity below the SCLF and high conductivity above
the SCLF. This is important as the SCLF determines the field distribution
in the high-field region near a defect or at the needle electrode if a needle-
plane geometry is used. In addition, the paper contains an approximation
that can be used to find the extent of the SCLF in the direction of the field
from a spheroid in a uniform background field. This is important, as an
SCLF extent of approximately 2 µm is required for inception of electrical
trees in XLPE [47].
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Chapter 7

Future perspectives

The results presented in paper 3 suggest that the reduction in injected
charge measured in 0.1 M DMA may be caused by the emission of photons
due to the low excitation energy of DMA. Further research to test this hy-
pothesis can be carried out by spectral analysis of the light emitted from the
streamer or by using a monochromator to determine if a substantial part of
the light emitted as the streamer propagates is in the range predicted by the
excitation energy. Experiments with an additive with low excitation energy
(like DMA) but high IP would also be of interest. As stated above, the
low excitation energy of DMA is probably the reason for the reduced size of
discharges in 0.1 M DMA in n-tridecane for negative polarity. However, the
low IP of DMA enhances positive streamer propagation. With an additive
with a high IP and low excitation energy, one may get a positive effect for
both negative and positive polarity.

The field dependent excitation and ionization energies found in paper 4
can form the basis for future experiments. The transition between modes
may be determined by the available ionization mechanisms as a function of
field and the excitation energies available. Experiments with longer gaps
between the electrodes and higher over-voltages should be performed to
study the effect of additives on 3rd and 4th mode streamers.

Further experiments on longer alkane chains could be performed and
compared to data for n-tridecane to see the effect of chain length on pre-
breakdown phenomena. This would provide a more direct link to polymers.
The experimental setup is capable of heating as well as cooling. Longer
chain alkanes could therefore be melted between impulses, making it possi-
ble to perform experiments in melted polymers, and to heal polymer samples
between consecutive impulses. In future experiments, comparing liquid and
solid insulation should also be conducted with needle electrodes with large
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point radius (rp > 10µm). The sharp needle used for these experiments
resulted in large scatter in the measurements, probably caused by the in-
homogeneity of the frozen liquids on the micrometer scale. A larger needle
radius would improve this as it would average over a larger volume of the
dielectric.

Establishing the correct physical model for high field conduction is chal-
lenging and remains one of the most important problems in dielectrics. Our
work on field dependent molecular excitation and ionization energies (pa-
per 4 ) is a step towards a better understanding, as it provides insight into
how the energy required for molecular ionization/excitation depends on the
local electric field. Conduction in polymers is, however, typically described
by hopping theory, which assumes traps in the material (typically in the
range of 1 eV and separation in the range of 3 nm [25]). Quantum chemical
calculations provide an essential tool for improved understanding of how
traps and conduction bands are formed in polymers, such calculations agree
well with experimentally obtained data for polyethylene [15, 112, 113]. Fu-
ture progress in this field may lead to material optimization for high field
applications.

As described in chapter 3, hybrid models for electrical tree/streamer
inception and propagation have been developed that recreate the general
properties of the phenomena. The problem with these models, is that the
criterion for further propagation is typically a combination of local field
and a stochastic parameter. Thus the stochastic nature of the phenomenon
and the importance of the local field at the tip of the streamer/tubule are
taken into account, but limited information on the mechanism responsible
for propagation is gained. Even so, such hybrid models might be a good
start, but an essential step forward will be to improve the criteria for prop-
agation/inception. The field dependence of the ionization potential and
excitation energy derived in paper 4 is a first step in this direction, as it can
be used to find plausible mechanism for energy/charge transfer in the active
region. The next step may be a complete molecular dynamics (MD) simu-
lation of the relatively small high field region. This would require detailed
knowledge of the forces between the species (neutral molecules, ions and
electrons) in this region and would be computationally intensive. The com-
plexity of the problem makes a complete simulation of the entire dielectric
material in this manner intractable. A hybrid model where the local field
is calculated by numerical methods like FEM, followed by a MD simulation
of regions with fields above a certain threshold would reduce the compu-
tational cost of modelling. Even so, the three dimensional nature of the
phenomena, the complexity of the required force field, and the number of
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molecules that would have to be accounted for even in the limited high-field
region makes this a demanding task. An intermediate solution might be
to use a field dependent stochastic parameter and a threshold field that is
based on a series of MD simulation at various field strengths. Thus the sim-
ulation could be performed in the standard way, but the parameters would
be based on quantum chemical calculations and MD simulations.
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Chapter 8

Concluding remarks

There is a clear correlation between measurements obtained in liquid and
solid n-tridecane. The main difference is the large scatter introduced by the
transition to solid phase. The increased scatter for solid phase is explained
by the inhomogeneity of the solid on the micrometer scale. The morphology
seems to be more important for negative than for positive polarity, indicat-
ing that electron emission from the electrode is very dependent on the inter-
face between the electrode and the frozen liquid. The correlation between
the two phases indicates that similar processes are responsible for inception
and propagation of electrical trees and streamers, and that electrical trees
propagate in the amorphous regions of the frozen liquid. The similar elec-
tronic properties of n-tridecane and polyethylene make n-tridecane a good
choice as a simple model system for polyethylene.

The low IP additive DMA has the expected effect on positive streamers
and electric trees in n-tridecane; it changes the propagation mode and en-
hance injected charge and light emission from the phenomenon. However,
the additive also has an effect on negative streamer propagation; the injected
charge is reduced while more light is emitted from the streamer. This in-
dicates that some of the energy otherwise available for streamer growth is
emitted as light, probably through excitation and de-excitation of DMA.
TCE, a known electron scavenger, had no effect on negative streamers in
n-tridecane. Electron scavengers are believed to facilitate negative streamer
propagation through localizing energy dissipation and charge deposition at
the streamer/liquid interface by shortening the thermalization length of
electrons. This indicates that the thermalization length of electrons in n-
tridecane is not affected by adding TCE.

The IP must be viewed as a field dependent property. The field depen-
dence is important for all ionization processes in high electric fields and for
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high-field conduction. At very high fields the reduction of the IP can signif-
icantly aid photoionization, which is probably important for fast streamers.
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ABSTRACT 

An experimental setup for dielectric testing of insulating liquids in the temperature 
range from -60 °C to +250 °C has been built. The system uses point-plane geometry, a 
sensitive differential charge measurement technique, a computer controlled 
temperature regulator, a photomultiplier and a pulse generator with a fast rise time. 
This paper presents a detailed overview of the functionality of the system and results 
obtained in cyclohexane under positive and negative polarity below and above freezing 
point. Pre-inception current, inception probabilities, streamer charge and emitted light 
from streamers are reported. The results found in cyclohexane at room temperature 
compares well to results obtained in other similar setups. A temperature dependence 
on the injected streamer charge for liquid cyclohexane under positive polarity was 
observed. No polarity differences were observed for any of the measured quantities in 
frozen cyclohexane.  

   Index Terms —Test equipment, charge injection, charge measurement, temperature 
control, dielectric materials, cyclohexane. 

 
1 INTRODUCTION 

DIELECTRIC materials are used as electrical insulation 
in all power systems. It is therefore of vital importance to 
understand the limitations and possibilities of these materials. 
In order to do so, good experimental procedures for testing of 
dielectrics under high electrical fields are needed. Several 
different test-setups have been proposed, and have formed the 
basis of international standards for testing dielectric liquids 
[1]-[3]. These standard tests have many shortcomings [4], and 
non-standardized tests have been used extensively to study 
pre-breakdown phenomena in liquids [5]-[13] and similar 
setups have also been used to study pre- breakdown 
phenomena in solids (electrical trees/carrier mobilities/partial 
discharges) [14].  

In the following sections an experimental setup based on a 
widely used non-standardized point-to-plane gap test for 

dielectric liquids, adapted to a temperature controlled test 
setup, is described. Results from first experiments on 
cyclohexane for both liquid and frozen cyclohexane are 
presented. In the future the capability of testing frozen liquids 
will be used in model systems for solid insulation using pure 
hydrocarbons with additives to control the chemical, electrical 
and/or morphological properties of the system. Before going 
into details about the experiments and experimental setup a 
short discussion of the background for working on frozen 
liquids, and a short review of the theories for pre-breakdown 
phenomena in liquids are given. 

2 BACKGROUND 

2.1 PREBREAKDOWN PHENOMENA 
In liquids all pre-breakdown phenomena which lead to a 

phase transition (vaporisation) that can be observed through 
schlieren/shadow graphics methods are called streamers. 
Streamers from positive needles are called positive and Manuscript received on 20 February 2009, in final form 10 November 2009. 
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streamers from negative needles are denoted negative. Similar 
structures can be observed in solids, but are typically referred 
to as electrical trees.  

Streamers in dielectric liquids and electrical trees in solid 
insulation have been extensively studied during the last 
decades [12], [15]-[17]. The processes responsible for 
electrical treeing and streamer growth are not well known and 
no unified theory for the inception and propagation of 
streamers and electrical trees are known. Most knowledge on 
this is based on investigations of the field necessary for 
inception, the speed and length of propagation, and the 
charge/current injection and light emission from the streamer. 
There has also been more qualitative research on the chemical 
composition of the channels in the electrical trees and 
spectroscopic measurements of light emitted from the 
streamer/tree channels [18]. During the last decades modeling 
has improved, but no models capable of predicting the entire 
process are available at this time [19]-[21].  The following 
will focus on inception and propagation in liquids since most 
of the experimental data presented later have been recorded in 
liquids. 

2.1.1 STREAMER MODES IN LIQUIDS 
Inception and propagation of a streamer is polarity 

dependent. Inception voltage is governed by point radius and 
voltage rise time [10], and is typically lower for negative than 
for positive streamers.  

Polarity and amplitude of the voltage have been shown to 
be of importance for propagation. In addition to the polarity, 
the streamers are classified based on the propagation mode 
and speed. For positive polarity the speed increases in steps as 
the voltage is increased; these steps are referred to as 
propagation modes [22]. For negative polarity the speed 
variation is more gradual. The difference of the speed between 
modes are typically a factor of ten, where the slow first mode 
travels at speeds from a hundred m/s to a few hundred m/s and 
the very fast 4th mode travels at speeds higher than 100 km/s 
[23].  

 In the present experiment only 1st mode streamers are 
studied. 

2.1.2 INCEPTION AND PROPAGATION OF 1st 
MODESTREAMERS 

In negative polarity the initiation mechanism is well known, 
and is seen to be the same for impulse [11] as for dc [24], 
[25]. When the field in the high field region reaches a critical 
value the following is observed (at atmospheric pressure): 
• Micrometer sized bubbles are induced by an electron 

avalanche in the liquid. 
• A shock wave follows the avalanche (after a few ns), and a 

bubble develops in its wake [11]. 
• Discharges occur inside the gas phase, producing fast 

current pulses in the gas, and supporting the growth of the 
slow bush like streamer [24], [25] 

Experiments in pressurized cyclohexane have shown that 
the discharges and bubble growth can be suppressed by 

increasing the pressure. Only the initial electron avalanche 
remained. This shows that the avalanche takes place in the 
liquid, whereas the following discharges take place in a gas 
phase [11], [25]. 

For positive polarity the process leading to streamer 
initiation is not yet fully revealed, while several theories have 
been proposed. Among these are: 
• Local joule heating from a micro-region on the electrode 

can cause boiling; subsequent discharges can take place in 
the gas [11]. 

• Electromechanical forces can cause a high concentration 
of sub-micron cavities in the high field region [26]. 

• Pressure reduction caused by electrohydro-dynamic 
motion and/or pressure reduction caused by Coulomb 
repulsion between unipolar charges can facilitate the phase 
transition from liquid to gas [12], [27]. 

All theories assume that gas or low density regions where 
discharges can occur are created. This is also supported by the 
finding that elevated hydrostatic pressures increases the 
inception voltage for positive polarity in liquids [11]. For 1st 
mode streamers dissociation into plasma is not likely to occur. 

2.1.3 ELECTRICAL TREEING IN SOLIDS 
Solids used for insulation of power apparatus typically have 

very high intrinsic breakdown strengths. The onset of a tree 
thus requires a defect within the material, typically being 
voids, particles or protrusions. In practice sharp protrusions 
will be the most important. Some important aspects are 
discussed here. For a more detailed and extensive treatment 
we refer to the work of Dissado [16], [17].      

Electrical trees propagating from one of the electrodes are 
called vented trees, while trees propagating from 
contaminants/voids in the insulation are called bow-tie trees. 
The trees are typically divided into tree types by their 
appearance: bush, bush-branched and branched trees. Like for 
liquids the treeing is divided into two stages, the inception 
stage and the propagation stage.  

Slow cumulative processes under moderate stress caused by 
ac or repeated impulse voltages can result in degradation and 
finally tree formation. Free radical production, caused by 
electron impact excitation and ionization, followed by 
autoxidation process are believed to play an essential role in 
long term tree inception in polymers [17], [28].  

For higher fields electrical trees can occur without 
prestressing the solid. In this case the field needs to be above 
the threshold-field for impact ionization by hot electrons in the 
solid.  

Hot electrons are believed to play a key role for both 
cumulative and instant treeing. To gain sufficient energy from 
the field to get impact excitations or ionization of the 
molecules in the solid the electrons depend on a long mean 
free path. The mean free path can be reduced by impregnating 
the solid to reduce free volume, or by introducing electron 
scavengers [16]. For cumulative processes degassing also has 
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a beneficial effect because it suppresses the autoxidation of 
the sample [28]. Furthermore morphology, temperature, 
chemical composition (additives and base polymer) have an 
effect on inception and propagation of electrical trees. 

Once a channel (tubule) is formed the electric tree can start 
to propagate. The propagation is believed to be a stepped 
process where the channel acts as an extension of the 
electrode, and charge is injected into/extracted from the solid 
at the tip of the tubule. Continued propagation requires the 
field at the tip to be above the threshold required for forming 
hot electrons [17].  

Quantum mechanical calculations using density functional 
theory (DFT) has shown that the energy levels for linear 
hydrocarbons approach the energy bands found in 
polyethylene when the number of carbon atoms are increased 
[29]. A model hydrocarbon liquid like e.g tridecane can thus 
constitute a model system of a more complicated polymer 
when frozen. Obviously the polymer will have different 
mechanical, morphological and thermodynamic properties, but 
for an electron moving in the solid the location of the energy 
bands will be quite similar. Knowledge gained from such a 
model system can subsequently be used to explain the 
observations made in more complicated systems. For 
cyclohexane, studied here, the correlations to a real polymer 
are not that evident. Cyclohexane was used because it has 
been thoroughly studied with similar setups in its liquid phase 
previously, and thus presents a good basis for comparison. 

2.2 EXPERIMENTS IN LIQUIDS AND SOLIDS 
2.2.1 LIQUIDS 

The study of streamers in liquids has several advantages 
compared to experiments in solid insulation: 
• Most liquids are transparent making visual observation of 

streamer propagation possible.  
• Liquids are self healing (no permanent structures). 
• Liquids fill the entire test volume. This ensures good 

contact between electrodes and the sample.  
• Additives can easily be added.  

2.2.2   SOLIDS/FROZEN LIQUIDS 
 Additives in liquids have previously been studied by 

several groups [5]-[9]. Starting with a liquid and freezing it 
makes similar experiments possible in solids. Many of the 
benefits from experiments in liquids can be directly 
transferred to the study of solid insulation. The main 
difference is that in most cases the frozen liquid will no longer 
allow visual observation of the electrical tree growth because 
they freeze into a crystalline/semi-crystalline form. However, 
trees can be analyzed in solids after slicing the object, which 
is not possible in a frozen liquid.  

 A correlation between charge injection and streamer length 
has been found in liquids [7]. Charge recordings can therefore 
reveal information about the propagation of the streamers, as 
well as the speed of the phenomena and the energy involved. 
Light emission can be measured using a photomultiplier even 

in crystalline materials. Since light is mainly emitted during 
inception and propagation it can be used as an indicator of tree 
growth. 

Adding chemicals to a polymer is a complicated process. Our 
setup allows us to easily add substances that change the 
properties of the insulator (by acting as electron traps or electron 
donors) or changes the morphology of the base material (by 
breaking the symmetry and thus making it harder to form 
crystalline materials). In reality adding chemicals (e.g. oxidation 
stabilizers, crosslinking catalysts, remains from crosslinking, 
nanofillers etc.) will typically change both these properties, 
making it challenging to look at only one effect at a time.  

The ability to easily go from solid to liquid phase by 
melting it and then freezing it again makes a sample self-
healing. This allows automatic data collection. By cooling the 
liquid slowly one can also limit the problems with voids at the 
electrodes that may form when a needle is pressed into a 
polymer sample. This also reduces the mechanical tension at 
the electrode surfaces.  

3 EXPERIMENTAL SETUP 
The experimental setup is shown in Figure 1, and consists 

of six main parts: 
•  Test cell (section 3.1) 
•  Charge measurement (3.2) 
•  Photomultiplier (3.3) 
•  Temperature control (3.4) 
•  High voltage pulse source (3.5) 
•  Computer control/Data acquisition (3.6) 

Each part is described in detail below.  

3.1 TEST CELL 
The test cell is shown in Figure 2. The main body is made 

from aluminum, the plane electrode and the two feedthroughs 

 
Figure 1. Drawing of the experimental setup. (1) Tektronix TDS684 
Oscilloscope, (2) Lecroy DA 1855A Differential amplifier, (3) 
Hamamatsu R943-02 photomultiplier, (4) Julabo LH-85 Circulator, (5) 
Test cell, (6) Computer, (7) High voltage pulse battery, (8) Fug Probus IV 
GPIB controlled 0-10V DC supply, used to control the output from a HV 
Spellman DC supply, (9) Spellman SL300 100kV HVDC supply and (10) 
Stanford research systems DG535 Digital delay generator. 
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for the probe and needle electrodes are made of stainless steel. 
The test cell is divided into a 3 dl sample volume and a 
surrounding volume for temperature controlling liquid. The 
test cell is covered in thermal insulating material and the 
observation windows are double pane evacuated windows.  

3.1.1  SIMULATIONS 
Simple finite element simulations were run in Comsol [30] 

with axial symmetric point-plane geometries, to check the 
validity of the often used field estimation by hyperbolic 
geometry proposed in the paper by Coelho et al [31] and to 
verify that the fields at other sharp edges were sufficiently 
below the field at the point apex. The actual field seems to be 
about half the field calculated by the simple analytic formula, 
which is caused by the surrounding grounded surfaces and the 
tip shielding arrangement.  

 The influence of the low-field probe on the field outside 
the needle also needed attention. A 3D simulation with the 
entire test cell was run, in order to look at the cross coupling 
between the two electrodes. The meshing of a 3D model with 
a range of sizes from 2 µm (point radius) to 45 mm (plane 
radius) (1:22500), is challenging. Using a rather crude mesh 
the field at the point was found to fall by only one percent 
when introducing the probe and the effect of the probe is 
therefore neglected.  

3.2 CHARGE MEASUREMENT 
In principle the charge measurement technique is quite 

simple. A similar charge measurement setup has been described 
in [11]. It consists of two electrodes (probe and needle) 
connected to a differential amplifier, see Figure 3. The needle-
plane and probe-plane capacitance are adjusted to be almost 
equal and the two measurement capacitors (Cm) are equal giving 
equal time constants for the two bridge branches. When the step 
voltage is applied to the plane electrode the displacement 
current will be the same on the point and the probe electrodes, 
provided no streamer occur, and the signals cancels each other. 

 At higher fields charge will be induced on the needle 
electrode either from charge injection from the needle into the 
dielectric, or from charges moving in the gap. This charge, 
Qind, on the needle will give a voltage, over the measurement 
capacitor, Cm, given by:  

m

ind

C
QdV =  

If the system is properly calibrated this is the only signal 
that gets through the differential amplifier, and the charge 
induced on the needle by the activity in the high field region 
can thus be found by multiplying the recorded voltage signal 
by the measurement capacitor. 

3.2.1  ELECTRODES 
A figure showing how the needle and probe electrodes were 

constructed can be seen in Figure 4. The needle electrodes 
were electrochemically etched from a 100 µm thick wolfram 
wire to a point radius of 1-2 µm curvature. The tungsten wire 
was inserted in a 0.7 mm thick steel canulla. The probe was 
made by a steel canulla only.  

The probe was polished with fine sand paper, and then 
electrochemically etched till it was found to be smooth under 
examination in a normal light microscope and subsequently 
with a scanning electron microscope (SEM). It is important to 
avoid sharp edges on the probe, because this could elevate the 
field at the probe to values comparable to the field at the point. 

The needle electrodes were also studied before and after 
experiments with a SEM in order to find sharp points not 
revealed under a light microscope. New needle electrodes 
sometimes had sharp tungsten fibers sticking out which would 
wear down after use. This explains a conditioning effect often 
observed in streamer inception. The additional “etching” was, 
however, never seen to affect the overall mean radius of the 
needles.  

A simple 2D simulation was run to find the optimal 
shielding of the point electrode. One basically wants low 
capacitance between the needle and the plane. If this is 
achieved a small measurement capacitor can be used which 
will improve the sensitivity of the system. It was found that 
the capacitance increases nearly linearly with the distance 
from the needle tip to the edge of the shield (the silver epoxy 

 
Figure 2. Drawing of the test cell used. (1) PT 100 temperature sensor, 
(2) Evacuated windows, (3) Glass cylinder separating the sample volume 
from the circulation volume, (4) Needle electrode, (5) Probe electrode, (6) 
Sample volume, (7) Plane electrode Ø=90mm, (8) Circulation volume, 
used for temperature control, (9) High voltage feed through and (10) 
Capacitive high voltage probe 

 
Figure 3. Schematics showing how the differential charge measurement 
works. (1) Differential amplifier (Lecroy 1855A), (2 and 3) Measurement 
capacitor for the probe and needle, Cm, (4) Probe electrode, (5) Needle 
electrode and (6) Plane electrode 
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coating shown in Figure 4). To be sure that the edge of the 
shield did not create a high field region it was decided to keep 
the distance from the point apex to the edge of the shield at 1 
mm or more. The capacitance between the plane and the 
needle electrodes created were typically around 0.02 pF with a 
distance between the plane and the needle of 11.5 mm.  

3.2.2 MEASURING CAPACITORS 
The measuring capacitors used are class 1 ceramic plate 

capacitors from BC Components. The real and imaginary 
capacitance was measured from 1Hz to 1MHz by a 
Novocontrol Alpha A dielectric spectrometer. The capacitors 
have a flat frequency response over the measured frequency 
range and very low losses.  

3.3 PHOTOMULTIPLIER 
A photomultiplier from Hamamatsu (R943-02) mounted in a 

Hamamatsu C4877 cooler was used. A simple filter with a time 
constant of 200 µs was designed to increase the fall time of the 
signals from the photomultiplier. This was done to achieve an 
integration effect allowing a lower sampling frequency and easy 
measurement of integrated light during streamer/electric tree 
propagation. The circuit can be seen in Figure 5.  

3.4 TEMPERATURE CONTROL 
Temperature control of the test cell was achieved by circulation 

of silicon oil through the volume surrounding the sample in the test 
cell. The circulator used was an LH-85 from Julabo with a 
temperature range from -85 °C to 250 °C. The test cell was 
designed with materials allowing it to be cooled to -60 °C. 

3.5 HIGH VOLTAGE PULSE SOURCE 
The impulse source consisted of a fast high voltage 

MOSFET switch that can be controlled with a standard TTL 
signal, see Figure 6.  

The rise time of the high voltage impulse was 
approximately 40 ns. The duration of the pulse could be 
arbitrarily long, but would decay with time constant of 4450 
µs. The switching off time constant was 80 µs. The circuit 
used for this can be seen in Figure 6, and a typical voltage 
recording is shown in Figure 7. 

A simple passive filter was used for the high voltage 
measurement [32].  

3.6 COMPUTER CONTROL/DATA ACQUISITION 
The system is controlled from a computer running Labview 

linked to the central parts of the setup by GPIB and serial 
links. It controls the temperature control, oscilloscope, level 
and timing of the voltage source, see Figure 1. A flowchart of 
a typical test sequence can be seen in Figure 8. Initially 
parameters like voltage levels, timing and number of applied 
pulses and temperature sequences are set. The test is run 
automatically. All information about the test sequence and the 
recordings from each shot is stored. It is possible to adapt the 
test routines to the outcome of an oscilloscope recording; (e.g. 
stop a test after a large discharge). After one test sequence is 
completed test conditions (e.g voltage levels) will be adjusted 
and the sequence rerun as decided. Matlab files for further 
processing of the recorded data are created. 

The programs ability to act based on data recorded during 
the experiment is a significant feature. The program can, for 
example, act when a discharge above a certain magnitude 
occurs and melting of the system is required.  

 
Figure 4. A: Schematics showing the needle and probe electrodes. (1) 
SMA connectors, (2) PTFE insulation, (3) Steel cannula, (4) Silver epoxy 
coating (shielding), (5) point electrode (electrochemically etched 
wolfram) and (6) etched and polished probe electrode. B: SEM image of 
the tip of a probe electrode. C: SEM image of the tip of a needle electrode  

 
Figure 5. Measurement circuit for the photomultiplier. Rpm=10 kΩ, Rs=50 
Ω, Cs=100 pF, Ri=1 MΩ and Ci=10 pF. Simulations show that in order to 
minimize oscillations in the circuit Cs should be equal to the capacitance 
of the cable and Rs should be 50 Ω. 

 
Figure 6. Pulse battery. DC=High voltage DC supply, Spellman 
SL300 100kV. R1=70 MΩ. R2=R3=500 MΩ. C1=C2=9900pF (3x 
Ceramite 3300 in parallel), total capacitance is 4450 pF. Switch=High 
voltage MOSFET switch. R4=1 MΩ. R5=1 kΩ. 

 
Figure 7. Typical pulse used in the experiments, rise time of 
approximately 40 ns, nearly constant voltage for 50 µs and then a tail 
with a time constant of 80 µs 

768 Ø. L. Hestad et al.: New Experimental System for the Study of the Effect of Temperature and Liquid to Solid Transition



 

It is clear that space charge will have a long life in a solid 
compared to a liquid. Thus if one wants to study virgin 
systems one can melt the liquid after each applied impulse, 
while if one wants to study the effect of space charge one can 
apply several consecutive impulses before the sample is 
melted. If several impulses are applied consecutively it is 
important to stop the test before a growing tree results in 
breakdown. 

4 EXPERIMENTAL RESULTS FROM 
CYCLOHEXANE 

4.1 PROCEDURE 
Experiments in liquid and in solid cyclohexane were done. 

Point radii of respectively 2 µm in liquid and 1 µm in solid 
cyclohexane were used. A needle-plane distance of 11.5 mm 
was used in both cases. The liquid was of spectroscopic grade 
(99.9 % pure), without further preconditioning.  

The voltage pulse used can be seen in Figure 7, it has a fast 
rise time to limit charge injection prior to inception and a 
nearly constant voltage level lasting 50 µs to allow streamer 
propagation until self extinction. The pulse duration is limited 
to reduce energy/charge injection. Measuring capacitors of 
106 pF were used, which together with the capacitance of the 
cables gave a total integrating capacitance of 141 pF. With the 

sensitivity of the amplifiers the sensitivity of the charge 
measurement ended up below 0.07 pC.  

4.1.1  TESTS ON LIQUID 
The voltage amplitude was increased in steps of 500 V 

starting at 7 kV. At each step the liquid was tested at 20, 40 
and 60 °C. Part of the experimental sequence can be seen in 
Figure 9. Between each applied impulse there was a pause of 
three minutes during which the plane was grounded. The same 
temperature sequence was used for both polarities, but the 
voltage range was changed from 7 to 12 kV used under 
positive needle polarity to 7 to 9 kV used for negative 
polarity. 40 impulses were applied at each voltage and 
temperature level.  

4.1.2  TESTS ON SOLID 
Cyclohexane freezes to a crystalline solid at 6.6 °C. When 

doing experiments on frozen cyclohexane the cell was cooled at 
linear rate from 10 °C to 0 °C during 20 minutes.  Then the 
temperature was kept constant for five minutes before the first 
impulse was applied. If the charge recording then showed a 
particularly large jump (above 1.4 pC) the temperature was 
increased to ten degrees and kept constant for five minutes 
before the process was repeated. This was done in order to 
heal/reset the sample at pd-levels well below breakdown. The 
threshold for melting the sample was intentionally set small to 
limit the influence of space charge and thus making comparison 
to the results obtained in liquid cyclohexane easier.   

Occasionally the calibration of the differential charge 
measurement was affected by the temperature cycling. The 
charge measurement is so sensitive that even very small 
tensions in the cables or a slight displacement of the wolfram 
wire when the liquid is frozen result in a slight imbalance in 
the charge measurement setup which might give a jump in the 
charge measurement larger than the 1.4 pC limit chosen for 
melting the sample. For this reason some “false” alarms 
occurred after the liquid was refrozen even though no partial 
discharge had taken place. 

 

Figure 8. Flowchart illustrating a typical program sequence. The main part 
of the program (2-7) is inside a loop that repeats several times. 

 
Figure 9. Experimental procedure followed for the test in liquid 
cyclohexane. The impulse voltage was applied 20 times at each voltage 
and at each temperature (20 impulses were applied at each experiment 
number). Only the first part of the procedure is shown in this graph. The 
same program was used in ”reverse” going from high voltage to low 
voltage, giving a total of 40 impulses at each voltage. This experimental 
procedure ensures that the tests at different temperatures are done with as 
equal experimental conditions as possible. 
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In some cases after freezing (less than 5%) it seemed clear 
that there was a void just outside the point electrode. This was 
seen by a very much larger discharge than normal with a very 
rapid rise time occurring with no time lag and additionally a 
large signal from the photomultiplier, both saturating the 
measuring system. These cases have been discarded. 

Systematic tests with 30, 60, 600, 900, 1200 and 1500 
seconds waiting time between each applied high voltage pulse 
was done under positive polarity to study effects of space 
charge accumulation. It was found that space charge had a 
noticeable effect on the inception probabilities (in the range 
between 7 and 9 kV) for resting times shorter than 900 s. For 
the full test a rest time of 900 s (15 minutes) between applied 
impulses was therefore used, see Figure 10. 

4.2 RESULTS 
4.2.1  PRE-INCEPTION CURRENT 

Pre-inception currents recognized by a slow rise time during the 
whole pulse duration, were observed in both liquid and frozen 
cyclohexane, usually without corresponding light emission. They 
appeared quite different in the two phases. For liquid cyclohexane 
there is a marked polarity effect in these currents. For solid 
cyclohexane no such difference could be seen. Above freezing 
point reproducible signals are recorded for both polarities, whereas 
the situation is far more stochastic below the freezing point. We 
assume this stochastic behavior to be partly due to difficulties with 
the setup and partly due to the phase change. The material is not as 
homogeneous after freezing as before and the signal recorded will 
be highly dependent on the properties close to the point. 
Additionally, the material may gradually change as a result of the 
electrical stressing from previous voltage pulses. It is also 
reasonable to assume that some residual space charge remains from 
earlier pulses. This will have great influence on the pre-inception 
measurement. The difficulties with the setup were mainly 
occurrence of water condensation in the void between the coaxial 
measuring cables from the electrodes and the steel wall in the 
feedthroughs. This reduced the accuracy of the system for frozen 
liquids, mainly causing a problem for the pre-inception current 
measurements. After these experiments this was solved by filling 
the feedthroughs with epoxy.  

In many cases very small currents were recorded for the 
first few applied impulses in solid cyclohexane, but then the 
current gradually increased until the first partial discharge, 

recognized as a stepped increase in the charge recording, was 
recorded. In cases where discharges did not occur at a voltage 
application following a discharge observation, the pre-
inception current level was observed to be reduced. This is 
probably due to residual space charge from the discharge. 
 The differences between current measurements in liquid 
and frozen state for both polarities can be seen in Figure 11. 
For positive polarity the pre-inception current in the liquid 
state increases with increasing voltage and is proportional to 
(V-V0)2, with V0=6 kV. The pre-inception current in the 
frozen state stays low, but with a larger scatter. Under 
negative polarity the pre-inception current is at the limit of the 
sensitivity of the setup. For solid cyclohexane the recorded 
currents are in the same range as under positive polarity, with 
a similar scatter and no voltage dependence.  

4.2.2  INCEPTION PROBABILITIES 
The probability for inception of a partial discharge from a 

streamer, characterized by a step in the charge recording, was 
studied. 50% inception probability in liquid cyclohexane for 
all three temperatures lies within 9-10 kV for positive polarity 
and 7-8 kV for negative polarity, see Figure 12. The 
differences from temperature changes seen in the graph are 
small, and no systematic trend could be found.  

For frozen cyclohexane a sharper point electrode was used, 
and the laplacian fields are therefore not directly comparable. 
It has previously been shown that in dielectric liquids the 
point radius primarily influences inception and has little or no 
effect on propagation of streamers [10]. In the same study it 
was shown that the inception field for streamers in 
cyclohexane falls by approximately 20% when the needle 
radius is increased from 1 to 2 µm. From FEM simulations 

 
Figure 10. Positive streamer inception probability in frozen cyclohexane at 
9 kV versus time between voltage pulses.  

 

 
Figure 11. Pre-inception current in liquid and frozen state. A) Positive 
polarity, the data for liquid cyclohexane was fitted to a function of the 
form k*(V-V0)2. B) Negative polarity.  
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and analytical calculations the field is found to be 
approximately twice the magnitude at the needle apex with 1 
µm radius compared to 2 µm radius at the same voltage. We 
have therefore normalized the inception probability plots 
(Figure 12 and Figure 14) based on the field at the point apex 
by multiplying the voltage values for frozen cyclohexane by 
two. For frozen cyclohexane, 50% inception probability is 
between 11 and 12 kV for both polarities (between 22 and 24 
kV after normalization).  

 
4.2.3  STREAMER CHARGE/SIZE 

There is a trend towards lower streamer charge for higher 
temperatures under positive polarity, but the differences are 
small and the scatter in the measurements is quite large. 
Nevertheless the trend is quite clear, Figure 13.  

No temperature dependence was found for streamer charge 
injection in liquid cyclohexane under negative polarity.  

 
Figure 12. Inception probability versus applied voltage. A) Positive 
polarity, B) negative polarity.  Applied voltage for frozen cyclohexane is 
multiplied by two in both plots to simplify comparison with liquid 
cyclohexane. 

 
Figure 13.  Injected streamer charge versus applied voltage. A) Positive 
polarity, B) negative polarity 

 
Figure 14.  Probability of emitted light versus applied voltage. A) 
Positive polarity, B) negative polarity. Applied voltage for frozen 
cyclohexane is multiplied by two in both plots to simplify comparison 
with liquid cyclohexane. 

  

 
Figure 15.  Signal amplitude from photomultiplier versus voltage. A) 
Positive polarity, B) negative polarity 
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In frozen cyclohexane no polarity effect was found on the 
discharge magnitudes. Under negative polarity where higher 
voltages were applied, a large increase in the injected charge 
was found at voltages above 13 kV. Under positive polarity 
tests were not performed above 13 kV due to the risk of 
getting breakdown. 

4.2.4  LIGHT EMISSION 
Light was observed from streamers in cyclohexane almost 

every time they occurred. In a few cases an electrical 
discharge was observed without any recorded light emission. 
Only in a few cases was light observed from the pre-inception 
currents, and then only for pre-inception currents at voltages 
in the inception voltage range.   

The probability for recorded light as a function of the 
applied voltage can be seen in Figure 14. It is clear that light 
recordings are as good as charge recordings for partial 
discharge observation. The probability for streamers versus 
voltage plot in Figure 12 corresponds well to the probability 
of light emission versus voltage. No temperature effect on the 
probability of recorded light was found.  

The signal amplitude from the photomultiplier is shown in 
Figure 15. One might assume that the amount of emitted light 
is correlated to the energy injected to the streamer. The 
similarity with the plot for streamer charge versus applied 
voltage is striking. The emitted light from the streamer is seen 
to be closely related to the injected charge. As for charge most 
light is observed at 20 °C and then the trend goes towards less 
emitted light for higher temperatures.  

The emitted light in frozen cyclohexane is much lower than 
for the liquid phase. This is also in good agreement with the 
charge recordings, but in addition to this it is likely that more 
light is absorbed by the less transparent frozen cyclohexane. 

5 DISCUSSION 

5.1 PRE-INCEPTION CURRENT 
5.1.1  LIQUID 

Dumitrescu et al. found that the pre-inception current 
recorded with positive polarity in cyclohexane is proportional 
to (V-V0)2, with a value for V0 slightly below what was found 
in this experiment (4.5 versus 6 kV) [11]. Similar 
measurements have also been reported in [6]. The onset 
voltages (V0) for pre-inception current in these two studies are 
similar to the ones found in this study. Since the onset voltage 
is highly dependent on the electrode geometry and the test 
cell, slight deviations between the values obtained from 
different test series using different equipment should be 
expected. The general trend seen in the three studies are 
nevertheless consistent for positive polarity. 

 Negative streamers occur at voltages just a few kV above 
the voltage where the first pre-inception currents are recoded. 
The transition from 0-100% streamer probability occurs over a 
small voltage range (compared to positive polarity). Pre-
inception currents can thus only be recorded in a narrow voltage 
range with a negative needle electrode. No pre-inception 

currents were found in [11], while pre-inception current with 
negative polarity have been reported before in [6]. 

The magnitude of the pre-inception currents measured under 
negative polarity are in the same range as the pre-inception 
currents measured with positive polarity at the same voltages, 
and the first signals are recorded at approximately the same 
voltage.  The conduction mechanism responsible for pre-
inception current can therefore be the same under both polarities. 

5.1.2  SOLID 
The most consistent current measurements in solid 

cyclohexane were obtained for virgin samples (i.e. the first 
impulse after a sample had been frozen) Further investigations 
to study pre-inception currents should be done for cases where 
the sample is heated between each measurement to avoid the 
interference of space charge or ageing of the material from 
previous stresses. Comparison between the measurements and 
simulations in comsol shows that the currents for virgin 
samples could be explained by a Poole-Frenkel mechanism.  
However, the large scatter seen in the current magnitude 
makes final conclusions hazardous. New experiments with 
virgin samples would make more direct comparison between 
the liquid and solid phase possible.  

5.2 STREAMER INCEPTION 
50 % streamer inception probability was found at 9-10 kV 

for positive polarity and 7-8 kV for negative polarity. This 
corresponds well to results obtained in pure cyclohexane with 
similar experimental setups [6], [11].  

No temperature dependence was found for streamer 
inception. Inception requires enough energy to vaporize a 
small volume at the needle electrode. Negative streamers have 
been found to be initialized by an electron avalanche in the 
liquid. At ambient pressure and room temperature this 
avalanche is always followed by a low density (gas) region 
observable by shadowgraphics [11]. If one increases the 
temperature less energy is required for vaporization. The lack 
of temperature dependence thus indicates that the onset field 
for the avalanche in the liquid to form is not influenced by the 
temperature change, and that the energy deposited by the 
avalanche is enough to vaporize a small volume of the liquid 
for all three temperatures used in this study.  

Inception under positive polarity has been shown to 
depend on hydrostatic pressure, but from 0.1 to 1 MPa no 
measurable increase in the inception voltage has been 
reported, even higher hydrostatic pressures must be applied to 
quench streamers [11]. The change in pressure from 0.1 to 1 
MPa corresponds to an increase in the boiling point of 
cyclohexane from 80.74 °C to approximately 184 °C. This 
corresponds to a large increase in the required energy for 
bubble formation. The fact that no increase in inception 
voltage was found for this case corresponds well with the lack 
of temperature dependence in the range from 20 to 60 °C at 
atmospheric pressure. This indicates that the vaporization of 
the region at the needle point is not a simple boiling process 
but is most likely due to a more complex mechanism. The 
mechanism responsible for streamer inception under positive 
polarity might be a combination of all three mechanisms 
referred to in section 0. 

772 Ø. L. Hestad et al.: New Experimental System for the Study of the Effect of Temperature and Liquid to Solid Transition



 

5.3 STREAMER CHARGE/SIZE 
The streamer charge measurements presented in Figure 13 

correspond well to similar measurements with similar setups 
in cyclohexane [7].  

The temperature dependence for streamer charge seen under 
positive polarity can be explained quantitatively by looking at 
the temperature dependence of energy required for bubble 
formation. The energy injected into the liquid at the high field 
region will be proportional to the charge injection. On average 
approximately 50 % less charge is injected at the same applied 
voltage for 60 °C compared to 20 °C, see Figure 13, and thus 
less energy is injected at higher temperatures. 

1st mode streamers are believed to be gas discharges in an 
expanding bubble of vaporized liquid. Energy is required for 
heating the liquid to the boiling point and for the phase transition; 
in addition some energy is deposited in the liquid phase in the 
form of a pressure wave from the expanding bubble. At higher 
temperatures less energy is required to heat the liquid to the 
boiling point, thus less energy is required to form a bubble of the 
same size when the temperature is increased. Since energy 
transfer from the electric field to the bubble is assumed to be by 
discharges in the vaporized liquid the bubble will expand only 
until the field in the bubble falls below a threshold where no new 
discharges can occur.  It can be assumed that the field in the 
bubble primarily depends on the size of the bubble, thus the size 
of the bubble at the same voltage will be the same for all three 
temperatures. If this assumption holds the vaporized volume will 
be the same for all three temperatures at the same voltage while 
the energy (and thus charge) required for vaporization of that 
volume will decrease when the temperature is increased. 

Under negative polarity no clear temperature dependence 
was observed, but this could be due to the more limited 
voltage range used under negative polarity. It has been 
reported that the first pulse observed for negative streamers 
are in the liquid phase, while subsequent pulses are in the gas 
bubble [11]. It is therefore logical to assume that if higher 
voltages had been applied resulting in larger bubbles one 
would measure less charge for higher liquid temperatures.  

6 CONCLUSION 
 An experimental setup for pre-breakdown testing of liquids 

in liquid and frozen phase has been built and tested. The 
system records light emission using a photomultiplier and 
charge injection using a sensitive differential charge 
measurement technique. The temperature of the test sample 
can be varied within a large range (-60 to 250 °C) allowing 
the effect of phase transitions to be studied. The setup was 
tested on cyclohexane, and the results at room temperature 
correspond well with what is found in literature.  

Four phenomena were studied: Pre-inception current, 
inception probability, streamer charge and emitted light from 
the high field region. In liquid cyclohexane a clear effect of 
the polarity on all the measured phenomena were found, but 
for frozen cyclohexane no such effect was found.  

Streamer charge was found to decrease for increasing 
temperatures in liquid phase with a positive point electrode. No 
temperature dependence was found under negative polarity.  

Charge and light measurements show a clear correlation. 
The light recordings can be used to find the inception voltage 
and the size of the discharge. This was observed under both 
polarities and for both phases.  

The test set-up is expected to be a good tool for studying 
insulation and what occurs under phase transitions. It can be a 
tool for testing and developing model systems for 
thermoplastic insulation. 
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ABSTRACT 

Pre-breakdown phenomena in pure n-tridecane in liquid and solid state have been 
investigated experimentally in a needle-plane geometry with impulse voltage. Light 
emission and charge injection from the high-field electrode were measured. Pre-
inception currents in liquid and solid state were recorded and compared to finite 
element calculations to find plausible high-field conduction models for n-tridecane and 
cyclohexane.  

n-tridecane was chosen as a model system for polyethylene based on the known 
similarities in energy bands for polyethylene and alkanes. The results obtained in pure 
n-tridecane were compared to similar experiments in cyclohexane and polymer 
systems. High field conduction in liquid n-tridecane was found to have a similar field 
dependence as previously reported for cross linked polyethylene (XLPE). Conduction 
currents and inception probabilities were found to be almost independent of polarity in 
frozen and liquid n-tridecane, which is also in line with results obtained in XLPE. 
Conduction currents were observed at lower voltages in n-tridecane than in 
cyclohexane, reflecting the lower space charge limited field (SCLF) in n-tridecane. 
Inception of streamers in liquid cyclohexane occurs at lower voltages than in liquid n-
tridecane, and stronger polarity dependence for all phenomena was observed in 
cyclohexane compared with n-tridecane. A possible explanation for the differences 
between n-tridecane and cyclohexane is given based on the field needed for electron 
avalanches and the SCLF in the two liquids.  

Inception voltages, light emission and charge injection were found to be similar in 
liquid and solid n-tridecane. This indicates that the same processes are responsible for 
inception and propagation of electrical trees in solids and streamers in liquids when the 
material is stressed by a fast transient. The similarity between the measured properties 
in solid and liquid phase leads to the conclusion that electrical treeing mainly takes 
place in the amorphous regions of the solid phase. 

   Index Terms  — Pre-breakdown phenomena, streamer, electrical tree, cyclohexane, 
n-tridecane, space charge limited field, high field conductivity. 

 

1 INTRODUCTION 
 ELECTRICAL degradation and breakdown in dielectric 

materials is a broad and complex topic. Mechanical, electrical 
and thermal properties of the materials have all been shown 
to be of importance [1]. In addition to the material properties 
of the dielectric, external properties like the electrode 
geometry (homogeneous or in-homogeneous field), type of 
applied voltage (AC, DC, transient), temperature and relative Manuscript received on X Month 2005, in final form XX Month 2005. 



 

humidity in the laboratory are also of importance for 
degradation and breakdown.  

Mechanisms leading to discharges and breakdown in gases 
are relatively well understood [2,3], and theories for 
breakdown in liquid and solid materials are often discussed 
along the same lines [4-6]. However, no unified theory exists 
for condensed matter. While pre-breakdown phenomena 
normally are denoted streamers in liquids similar phenomena 
are called electrical trees or discharges in solids. Here we will 
also refer to these phenomena as partial discharges, where a 
partial discharge is recognized by a sudden large increase in 
charge and emitted light.  

When fast rising transient voltages are applied hot 
electrons are conjectured to play an important role for 
discharges in both liquid and solid insulation [1, 7, 8].  Our 
initial assumption was that the interaction between a hot 
electron and a molecule should not depend on the phase of 
the material; whether it being liquid or an amorphous solid. 
Therefore pre-breakdown phenomena are assumed to be 
similar in the two phases. To test this assumption an 
experimental setup with temperature control that enables pre-
breakdown experiments in liquids and frozen liquids was 
built and results from experiments on liquid and frozen 
cyclohexane have been presented [9]. For the experiments 
presented in this paper n-tridecane was used because of its 
similarities with polyethylene (e.g. similar energy levels and 
crystalline structure) [10, 11], and the results for liquid and 
solid phase have been compared to results obtained with the 
same setup with liquid cyclohexane. The main focus of this 
paper is on how pre-breakdown phenomena are affected by 
the transition from liquid to solid phase.  

In the following section we provide some theoretical 
background. This paper is not intended as a review paper for 
theories describing pre-breakdown phenomena, but a short 
recapitulation for liquid and solid insulation will be given. 
For a more complete discussion of pre-breakdown 
phenomena in liquids several review papers exist [12-14], 
and for solid insulation the reader is referred to the book by 
Dissado and Fothergill [1]. The background section also 
describes the reasoning for choosing n-tridecane as a model 
for polyethylene. After the theory section a brief description 
of the experimental setup and procedures used will be given. 
The experimental setup has been described in detail 
previously [9]. Finally the main part of this paper is the 
experimental results and discussion given in two separate 
sections. Both sections are divided into three subsections 
dealing with pre-inception currents, inception probabilities 
and propagation of partial discharges in the two phases. In 
the discussion, our results are discussed based on high-field 
conduction models, and the influence of high-field 
conduction on the electrical-field distribution and energy 
dissipation in the high-field region. 

2 BACKGROUND 

2.1 PRE-BREAKDOWN PHENOMENA IN SOLIDS 
AND LIQUIDS 

Streamers in dielectric liquids and electrical trees in solid 
insulation have been extensively studied during the last 
decades [1, 13-17]. Investigations document e.g. the field 
needed for inception, speed and length of propagation, and 
charge/current injection and light emission from discharges 
in various geometries. There has also been more qualitative 
research on the chemical composition of the channels in the 
electrical trees [18, 19] and spectroscopic measurements of 
light emitted from the discharges [16, 20]. Some progress 
has been made in modelling of the phenomena [21-25]. 

2.2 STREAMER INCEPTION AND 
PROPAGATION IN LIQUIDS 

2.2.1 Streamer modes 
Inception and propagation of a streamer is dependent on 

the polarity, and the streamers are thus labelled by the 
polarity of the electrode from which they propagate. 
Inception voltage is governed by electrode geometry and 
rise time of the applied voltage [26], and is typically lower 
for negative than for positive streamers. The propagation 
modes of the streamer are usually classified by polarity, 
propagation speed and streamer shape, and are dependent 
on the voltage. For positive polarity the speed increases in 
quite well defined steps as the voltage is increased, defining 
the propagation modes [27], while for negative polarity the 
speed variation is more gradual making classification into 
different modes more uncertain. The variation of 
propagation speed for the different modes for positive 
streamers are typically a factor of ten, where the slow first 
mode travels at speeds from a hundred m/s to a few 
hundred m/s while the fast 4th mode propagates at speeds 
higher than 100 km/s [28]. The present experiment only 
deals with 1st and 2nd mode streamers. 
2.2.2 Inception and propagation of 1st mode streamers 

For negative polarity the initiation mechanism is known, 
and is the same for impulse as for dc [7, 8, 29], i.e. when 
the field reaches a critical value an electron avalanche in 
the liquid creates a shock wave and a bubble develops in its 
wake, discharges occur inside the bubble created by the 
avalanche, producing fast current pulses and supporting the 
growth of a slow bush-like streamer. This theory has been 
supported by experiments showing that the first current 
pulse (electron avalanche in the liquid) does not depend on 
pressure, while the subsequent discharges can be quenched 
by increasing the hydrostatic pressure [7].  

Experiments have shown that the inception voltage for 
positive polarity can be increased by increasing the 
hydrostatic pressure [7]. Thus the discharges probably 
occur in a low density/gas region. The origin of this low 
density region is unknown, but might be caused by: 

 Boiling (local joule heating) [7]. 
 Increased concentration of microvoids due to 



 

electromechanical forces [30]. 
 Pressure reduction facilitating phase transition 

from liquid to gas caused by 
electrohydrodynamic motion and/or pressure 
reduction by Coulomb repulsion between 
unipolar charges [12, 31]. 

2.2.3 Inception and propagation of 2nd mode 
streamers 

It has been shown that inception of 2nd mode streamers 
requires a threshold voltage, Vp, for a given gap distance 
that is independent of the electrode point radius, rp, and that 
above a critical radius, rc, 1st mode streamers are not 
observed [26]. With sharp points (rp < rc), inception can 
occur at voltages below Vp, but the resulting streamer will 
then be a 1st mode streamer. With a larger radius, rp >  rc, 
the voltage required for inception will be higher than the 
threshold voltage, and thus 1st mode streamers cannot 
occur [26].  

It has been proposed that the inception mechanism is 
identical for 1st and 2nd mode streamers [26]. In both cases 
an ionized low density bubble is created, but for voltages 
above the threshold voltage for 2nd mode streamers the 
resulting field at the boundary of the bubble is large enough 
for ionization of the liquid-bubble interface. This results in 
a propagating ionization region (``streamer head''), the 
ionization of the liquid in front of the ``streamer head'' can 
be either by direct field ionization [17] or impact ionization 
[32]. This mode of propagation creates thin filaments of 
conducting plasma channels connecting the streamer head 
to the point electrode. The streamer head has the same 
polarity as the high-field electrode from which it propagates 
and the streamer can be considered to be an electrically 
conductive extension of the electrode from which it 
propagates. In a divergent field the phenomena will 
propagate until the field at the streamer head is reduced to a 
level where no further ionization of the liquid is possible. 
This field reduction can be caused by the voltage drop over 
the streamer channel, or by branching of the channels 
resulting in a field grading.  

2.3 ELECTRICAL TREEING IN SOLIDS 

Solids used for insulation of power apparatus typically 
have very high intrinsic breakdown strengths [1]. The onset 
of an electrical tree or a breakdown thus requires a defect 
within the material typically being voids, particles or 
protrusions. In practice sharp protrusions will be the most 
important [16]. 

Electrical trees propagating from one of the electrodes 
are called vented trees, while trees propagating from 
contaminants/voids in the insulation are called bow-tie 
trees. The trees are typically divided into categories based 
on their appearance: bush, bush-branched and branched 
trees. As for liquids it is common to distinguish between 
the inception and a propagation stage of electrical treeing.  

In contrast to liquids, which are considered to be self-
healing, solids are exposed to slow, gradual, cumulative 

processes under moderate stress caused by ac or repeated 
impulse voltages that can result in permanent degradation 
and finally tree formation. Free radical production, caused 
by electron impact excitation and ionization, followed by 
autoxidation process are believed to play an essential role 
in long-term tree inception in polymers [15, 16, 33]. The 
gradual deterioration of the material could also be caused 
by cracking and free volume formation due to 
electromechanical stress [34]. 

At higher fields, electrical trees can occur 
instantaneously. This threshold field for instantaneous 
electrical treeing can be explained by impact ionization 
caused by generation of hot electrons in the solid. This 
requires a high field over a sufficient length so that electron 
avalanches have sufficient energy to damage the material. 

Hot electrons are believed to play a key role for both 
cumulative and instantaneous treeing. Impact excitations or 
ionization of the molecules in the solid by hot electrons 
depend on a relatively long mean free path where the 
electrons can be accelerated by the electrical field. The 
mean free path can be reduced by impregnating the solid to 
reduce the free volume, or by introducing electron 
scavengers [1]. For cumulative processes degassing is 
observed to have a positive effect because it suppresses the 
autoxidation of the sample [16]. Furthermore, morphology, 
temperature, and chemical composition (additives and base 
polymer) have an effect on inception and propagation of 
electrical trees. 

Once a channel (tubule) is formed, the electric tree can 
start to propagate. The propagation is believed to be a 
stepped process where the channel acts as an extension of 
the electrode, and charge is injected into/extracted from the 
solid at the tip of the tubule. Continued propagation 
requires the field at the tip to be above the threshold 
required for forming hot electrons [1]. 
2.3.1 High-field conductivity 

Insulation materials have a very low conductivity at low 
and intermediate electrical fields. Many theories exist for 
describing high-field conductivity in dielectric materials, 
and common for many of them is the prediction of an 
exponential increase in conductivity with field [1, 35]. The 
increased conductivity may be caused by free charge 
injected from the electrodes, delocalization of charge 
carriers in the bulk material, increased charge carrier 
mobility or a combination of these factors. Table 1 contains 
some important mechanisms. Notice the similarities 
between the field dependence of the Poole-Frenkel model 
(bulk conductivity) and the Schottky model (charge 
injection from electrode). It is generally hard to tell these 
two mechanisms apart since they have the same field 
dependence, i.e in general the data will fit both models 
equally well for homogeneous fields. In addition, several 
high-field bulk conduction mechanisms exist with similar 
field dependence as predicted by the Poole-Frenkel 
mechanism, for example are the Onsager model and some 
hopping conduction models [38, 39]. When a divergent 



 

geometry is used one can assume that the Schottky and 
Fowler-Nordheim models contribute when the high-field 
electrode is negative, but electrons must be taken from the 
bulk when the high-field electrode is positive (field 
ionization). One can therefore look at the polarity 
dependence of the measured conduction currents when 
trying to separate bulk and electrode contribution to the 
amount of free charge in the dielectric. Since several high-
field conduction mechanisms have a similar field 
dependence, it is hard to distinguish between them based on 
measurements of high-field conduction currents. In the 
discussion, measured conduction currents in the liquid and 
the solid phase will be compared to the Poole-Frenkel 
mechanism. Note that a fit to this model does not rule out 
other models with the same field dependence.  
2.3.2 Effect of high-field conductivity 

As described in the previous section the conductivity of a 
material is typically a function highly dependent on the 
electric field. When sufficiently high conductivity in the 
high-field region occurs, the field in this region will be 
limited to a space charge limited field (SCLF). The field 
strength at which this happens is dependent on the 
frequency of the applied voltage. For a given high-field 
conductivity the SCLF can be derived by calculating the 
field strength that gives the same time constant for the 
relaxation of charge and for the applied voltage rise [40]: 
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where τ is the relaxation time constant, σ is the 
conductivity,  Elim is the SCLF, εr is the relative permittivity 
of the medium, ε0 is the permittivity of vacuum, and T is 
the temperature. 

An idealized example illustrates the physical basis for 
this [40], in cross-linked polyethylene (XLPE) typical trap 
depths are 0.8 eV and the average distance between traps 
are 2.8 nm [41]. At an electric field of 285 MV/m the 
energy gained by charge carrier between the traps will be 

the same as the depth of the traps, effectively delocalizing 
the charge carriers. This stress is often referred to as the 
mobility edge for electrons. At this field the polymer will 
behave like a metal, restricting the maximum electrical field 
in the dielectric to values close to the mobility edge.  

Table 1. Models for charge injection from electrodes/bulk conductivity.  
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SCLF and high-field conductivity are an important issue 
for dielectrics as it gives a more realistic picture of the field 
distribution and energy dissipation in the stressed regions 
of a material than a charge-free electrostatic Laplacian field 
distribution. In a high-field region the field will be almost 
constant, determined by the space charge, and can be 
substantially lower than the calculated Laplacian field. 
However, the space charge increases the volume of high 
stress. The combination of high electric field and high 
conductivity also results in intense energy dissipation in 
this region (σE2). The high energy dissipation and large 
space charge density in the high-field region leads to strong 
mechanical and thermal stressing of the material that can 
lead to degradation [40, 42].  

2.4 N-TRIDECANE AS A MODEL SYSTEM 

n-tridecane is a short linear hydrocarbon, . It freezes at -
5.5ºC and boils at 234ºC [43]. Quantum chemical 
calculations have shown that the energy levels of linear 
alkanes quickly converges towards the energy levels of 
polyethylene as the number of carbon atoms increase (see 
section 2.4.1 and [10]). The morphology of n-alkanes have 
been studied extensively because of their importance in 
biological systems and as model systems for polyethylene 
(see section 2.4.2 and [11, 44]). The simple structure of n-
tridecane, its high melting point, and similarities with 
polyethylene, combined with availability in high purity at a 
reasonable price, makes it a logical choice as a model 
system for polyethylene. 
2.4.1 Energy levels 

The relationship between the energy bands in short linear 
hydrocarbons and polyethylene has been studied [10]. For 
n-alkanes of finite length there will be a finite number of 

Fowler-Nordheim  [1] 
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(a)ε0 is the permittivity of vacuum, εr is the relative permittivity, μ is the charge carrier mobility, ν is the escape frequency, ϕ is the work function, Φ is the barrier 
height, a is the distance between traps, E is the electric field, e is the elementary charge, h is Planck’s constant, kB is Boltzmann’s constant, m is the electron 
mass, n is the charge carrier density, Neff is the effective density of states in the conduction band, ND is the number of potential donors, R is the reflection 
coefficient, T is the temperature, and W is the trap depth. 



 

 
Figure 1. DSC measurement of pure n-tridecane. The measurement was 
performed with a constant cooling rate of -1ºC/min. The two exothermic 
peaks in the DSC cooling curve correspond to a liquid-solid transition and 
a solid-solid transition. DSC heating curves are similar, but the transitions 
are shifted towards higher temperatures. The peaks occur at -16ºC (solid-
solid) and -2ºC (solid-liquid) when the temperature is increased by 
1ºC/min. 

Figure 2. (a) Experimental setup: (1) Tektronix TDS684 Oscilloscope, 
(2) Lecroy DA 1855A Differential amplifier, (3) Hamamatsu R943-02 
photomultiplier, (4) Julabo LH-85 Circulator, (5) Test cell, (6) Computer,
(7) High voltage pulse source, (8) Fug Probus IV GPIB controlled 0-10~V 
DC supply, used to control the output from a HV spellman DC supply, (9) 
Spellman SL300 100~kV HVDC supply and (10) Stanford research 
systems DG535 Digital delay generator. (b) Differential charge 
measurement: (1) Differential amplifier (Lecroy 1855A), (2 and 3) 
Measurement capacitor for the probe and needle, (4) Probe electrode, (5) 
Needle electrode and (6) Plane electrode. 

energy levels, but they will approach the continuous bands 
found in polyethylene as the number of carbon atoms 
increases.  

The use of energy band theory for semi-crystalline 
materials like polymers are controversial and clearly solid 
state physics can at best be used as an approximation [1, 
10]. Polyethylene is usually branched to some degree 
making it difficult to form a perfect crystalline material. 
Imperfections in the crystalline lattice are typically referred 
to as physical defects/disorder, and will typically result in a 
region of higher electron affinity or lower ionization 
potential (electron trap/donor) compared with the rest of the 
lattice. Similarly such imperfections can be introduced by 
additives with ``active'' molecular groups of high electron 
affinity or low ionization potential, creating electron traps 
or donors.  

Quantum chemical calculations using tridecane as a 
model system for polyethylene have shown that electrons 
travel more easily in the amorphous phase compared with 
crystalline phase, the energy barrier between the two phases 
were estimated to be around 0.6 eV [10]. 
2.4.2 Morphology 

The morphology of n-alkanes and mixtures of n-alkanes 
is a broad and complex field [11, 45-47]. When cooling n-
tridecane from room temperature to -40ºC it passes two 
first-order phase transitions. A differential scanning 
calorimetry (DSC) cooling curve showing this can be seen 
in Figure 1. The first transition is from the liquid phase to a 
rotator/plastic phase. The second transition is from the 
rotator phase to a fully ordered solid phase. Rotator phases 
are found for all odd-numbered n-alkanes having from 9 to 
approximately 43 carbon atoms [45]. The rotational states 
are layered and are typically crystals with long-range 
positional order. Here, the molecules are free to rotate 
around their main axis. These states are also known as 
plastic crystals or highly ordered smectics. Frozen n-
tridecane is polycrystalline. Polycrystalline materials 
consist of crystallites held together by thin layers of 
amorphous solid at the boundaries between the crystallites. 

In n-tridecane only one rotator phase (``rotator phase 
R1'') exists between the liquid and the fully ordered 

crystalline phase [45, 46]. This rotator phase has an 
orthorhombic structure similar to that below the solid-solid 
transition, but with a marked increase in unit-cell volume 
almost entirely due to transverse expansion [45]. There is 
thus an increase in free volume as a result of the loss of 
orientational order (weaker bonds between molecules).  

The mechanical properties of two n-alkanes (n-
heneicosane and n-tricosane) and a binary mixture of the 
two were measured using dynamic mechanical 
spectroscopy (DMS) [48], which showed that the observed 
viscoelasticity in the rotator phases is largely due to the 
transition between rotator phases. For a system with only 
one rotator phase the properties below and above the solid-
solid transition were similar. Based on this one can assume 
that the mechanical properties for n-tridecane in its rotator 
phase is similar to its properties in the fully ordered phase. 
Thus, the main difference will be the reduced free volume 
in the fully ordered phase. 

3 EXPERIMENTAL TECHNIQUE 

3.1 EXPERIMENTAL SETUP 

The experimental setup is shown in Figure 2 [9]. It 
comprises a high voltage pulse source, a temperature 
control system, a differential charge measurement setup, 
and a photomultiplier tube (PMT). Needle-plane electrode 
geometry with a needle radius of 2 µm and a gap distance 
of 11.5 mm was used. The plane electrode has a diameter of 
90 mm. The sample volume was approximately 2 dl. The 
temperature can be varied between -60ºC and +260ºC. 

The voltage source connected to the plane electrode gave 
stepped voltages with rise time of 40 ns, constant high 
voltage for 50 µs and switching off time constant of 80 µs, 
hereafter called impulses. Two electrodes, a sharp needle 
and a blunt probe, were used for differential charge 
recordings during the applied impulses, see Figure 2. The 
system has sensitivity better than 0.1 pC [9]. 



 

3.2 TEMPERATURE SEQUENCE  

The temperature sequence used to study the effect of 
phase transition from liquid to solid state is shown in 
Figure 3. The sample was cooled to -10ºC using a linear 
cooling rate of -1ºC/min. Once the desired temperature was 
reached it was kept constant for ten minutes before the first 
impulse was applied. Once a discharge with magnitude 
above 10 pC was recorded the sample was melted (heated 
to 40ºC) and then frozen again to produce a new virgin 
sample before new impulses were applied. In some 
experiments the sample was melted and frozen between 
each applied impulse, giving a virgin sample for every 
impulse. All experiments performed in liquid n-tridecane 
were done at 20ºC. 

3.3 DELAY BETWEEN IMPULSES 

In the studies on the liquid phase, delays between each 
impulse application of 60, 180 and 600 s were used for both 
polarities. A short delay does not allow charge injected 
during an impulse time to drain away before the next 
impulse is applied. The influence of remaining space 
charge can thus be studied.  

For frozen n-tridecane delays of 60, 300, 600 and 1500 s 
were used for positive polarity, while only 600 s delays 
were used for negative polarity. Test series where the 
sample was melted between each impulse were also 
performed. 

3.4 ELECTRODES 

Experiments were performed with wolfram electrodes 
electrochemically etched from wolfram wire with 100 µm  
diameter to point radius of 2 µm. Special concern was 
given to the submicroscopic properties of the electrode 
surface as effects attributed to this were seen in the initial 
pre-inception current experiments: 

One test series at low voltages was conducted with 
electrodes made of wolfram with a fine layer of gold. This 
was done because SEM images of wolfram needles 
sometimes revealed small protrusions or very thin filaments 
extending from the needle surface. The surface of the 
needle electrodes appeared smoother after a layer of gold 
was sputtered on to the wolfram. In addition to the 
improved surface of the needle, the gold coating will also 

slightly increase the work function of the electrode 
(wolfram: 4.32-5.22 eV, gold: 5.1-5.47 eV [43]).  

It has previously been shown that the radius of the point 
electrode is of importance only before inception, and of 
little or no practical relevance for propagation of streamers 
[26]. The experiments performed with gold coated 
electrodes were therefore limited to fields below the 
inception field for discharges to look at the influence on 
pre-inception phenomena.  

3.5 PROCESSING OF SAMPLE 

The liquid used was 99.9% pure n-tridecane, degassed 
for 24 hours, and treated with a molecular sieve (3 Å  
Zeochem) to reduce the content of water in the sample. 
During experiments the sample volume was in contact with 
a 10 ml reservoir filled with air and molecular sieve, the 
two volumes were connected through a syringe. This 
reservoir allowed the sample to expand during temperature 
cycling. After filling, some gas absorption from the 
reservoir into the sample must be expected.  

3.6 EXPERIMENTS PERFORMED 

Experiments to study the effect of delay between 
impulses, phase (liquid/frozen liquid) and the electrode 
material (gold/wolfram) on pre-breakdown phenomena 
were conducted. The results for frozen cyclohexane 
obtained previously with this experimental setup were hard 
to interpret due to some problems with the experimental 
setup, and residual space-charge from previous impulses in 
the sample [9]. To compare the two phases one should use 
virgin frozen samples, i.e. the sample should be melted 
between each applied voltage impulse to eliminate the 
influence from residual space charge and cumulative 
degradation. Table 2 lists all the experiments performed. 

Table 2. Experiments performed for n-tridecane. Polarity is the polarity of 
the needle electrode, delay is the delay between impulses (Melt=sample 
was melted between each impulse), and electrode material is the material 
of the needle electrode. The temperature of the sample and the voltage 
range used are also shown.  

Polarity T (ºC) Delay (s) Electrode material V (kV) 
60 Wolfram 14-24 
180 Wolfram 5-31 

Positive 20 600 Wolfram 12-24 
600 Wolfram (new) 5-24 
600 Gold on Wolfram (new) 2, 8-15 
60 Wolfram 15-25 

 180 Wolfram 15-25 
Figure 3. Temperature program used for experiments in frozen n-
tridecane. 

Negative 20 600 Wolfram 14-30 
600 Wolfram (new) 5-32 
600 Gold on Wolfram (new) 2, 5-12 
60 Wolfram 15-20 
300 Wolfram 15-20 
600 Wolfram 15-25 

Positive -10 
1500 Wolfram 12-20 
600 Gold on Wolfram (new) 2, 5-10 
Melt Wolfram (new) 5-26 
600 Wolfram 9-14 
600 Wolfram (new) 9-15 

Negative -10 
Melt Wolfram (new) 9-28 
Melt Gold on Wolfram (new) 5-8 



 

 
Figure 4. Average pre-inception current during the first 50 µs after applied voltage. 

4 FINITE ELEMENT METHOD 
SIMULATIONS 

The finite element method (FEM) simulations were done 
with Comsol [49] using a 2D axial symmetrical geometry 
representing a simplified version of the test cell. The field 
distribution at the needle was compared to a 3D simulation 
of the test cell to make sure that the simplified geometry is 
a good approximation of the real case [9].  

The simulations were performed to compare measured 
currents at voltages below inception (pre-inception 
currents) to simulations using different conductivity 
models. FEM simulations of pre-inception currents in liquid 
phase are difficult and requires coupling of at least three 
sets of equations: thermal, electrical and hydrodynamic. 
Here only the thermal and electrical parts of the problem 
were taken into account. This means that the currents found 
from FEM simulations gives smaller values than obtained 
from experiments since the increase in ion mobility as a 
result of electrohydrodynamic motion of the liquid is not 
taken into account. For solids the main problem in direct 
comparison of experimental results and results from 
simulations is the inhomogeneity on the micrometer scale. 
The charge recordings will be influenced by the 
morphology of the material in the high field region [40].   

5 RESULTS 

5.1 PRE-INCEPTION CURRENT 

Pre-inception currents were measured for both polarities 
and both phases. The average current, recorded during the 
time of constant voltage (first 50 µs after applied voltage), 
can be seen in Figure 4 for positive and negative polarity in 
liquid and solid phase respectively. The effect of delay 
between impulses and the effect of electrode material and 
surface were studied. For positive polarity in liquid phase 
the results are compared to the results obtained in 
cyclohexane, for negative polarity and solid phase only 
results in n-tridecane are shown. First, a conditioning effect 
observed while conducting experiments in liquid n-
tridecane with positive polarity will be discussed.  
5.1.1 Conditioning effect of discharges 

Typical examples of pre-inception currents in liquid n-
tridecane with positive polarity are shown in Figure 5. All 
the charge recordings shown at 14 and 24 kV were obtained 
with the same needle. The difference between the charge 
recordings cannot be explained by the difference in delay 
between impulses alone. The charge injection with a delay 
of 180 s between impulses is lower than for both 60 s and 
600 s delays at the same applied voltage.  The experiments 
were done in the following sequence: 60 s (14-20 kV), 600 
s (14-24 kV), 60 s (21-24 kV) and 180 s (4-32 kV) delay 



 

between impulses. Examination of the obtained recordings 
showed that the shape of the charge recordings, in liquid n-
tridecane, was influenced primarily by the voltage 
amplitude, and the number of impulses/discharges the 
needle electrode had been subjected to. The effect of the 
number of discharges/impulses must be due to conditioning 
of the needle, and thus a thorough examination of the 
needle surface for new and aged needles was done. Two 
phenomena that could explain the conditioning effect were 
observed. For used needles evidence of a polymer layer 
growing on the needle were found, while for newly etched 
needles some very fine wolfram filaments were observed 
under an electron microscope.  

A fine filament at the tip of the needle electrode will 
cause a strong field enhancement at the tip. Such a 
protrusion will result in increased charge injection. We 
believe that this is what is seen for the 60 s and 600 s 
charge recordings in Figure 5a. The shape of the 600 s 
recording at 14 kV shows a large increase during the first 
µs , corresponding to charge injection, and then levelling of 
as the field is limited by the space charge (slow increase of 
charge due to spreading of the charge in the high field 
region). For 60 s delays at 14 kV the charge increase during 
the first microseconds is less marked, and the charge 
recording is most likely influenced by charge left behind 
from previous impulses. No evidence of wolfram filaments 
were found for used needles, indicating that the filaments 
were electrochemically etched or melted by the discharges. 
In Figure 5b, only the effect of the polymer layer on the 
180 s recording can be seen, and no effect of the difference 
in delay between impulses for the 60 and 600 s series was 
found, indicating that at that time there was no protrusion at 
the tip of the needle. 

The polymer observed after several hundred discharges 
in n-tridecane was clearly visible under an electron 
microscope, indicating that the layer is at least semi-
conductive. This can explain the reduced charge injection 
observed for the last test series (180 s delay) because a 
semi-conductive layer on the electrode would have the 
same effect as replacing the needle with a blunter needle.  

As a result of these findings the surface of the needle 
electrodes was always thoroughly studied under an electron 
microscope prior to experiments. 

 
Figure 5. Typical examples of pre-inception current. The same needle was used for all these charge recordings. Experiments with 180 s delay were performed 
with higher sampling rate which is why there is only data for the first 60 µs. 

5.1.2 Positive polarity, liquid 
The average pre-inception current in n-tridecane starts to 

increase at a lower voltage/field and increases more slowly 
than what is found for cyclohexane as seen in Figure 4. In 
n-tridecane, using a gold needle, pre-inception currents 
were recorded at voltages as low as 2 kV, whereas in 
cyclohexane no currents were recorded for voltages below 
5 kV. Even though the increase in average current versus 
applied voltage is slower in n-tridecane than in 
cyclohexane, higher current levels are reached in n-
tridecane, but at voltages well above the inception voltage 
in cyclohexane. In contrast to cyclohexane where pre-
inception currents have been shown to behave like a space 
charge limited current (I=k(V-V0)

2) [7, 9], the pre-inception 
current increases almost linearly with applied voltage for n-
tridecane as seen in Figure 4a.  
5.1.3 Negative polarity, liquid 

Two measurement series of average pre-inception current 
versus voltage for negative needle polarity are shown in 
Figure 4b. Both were obtained with the same delay between 
impulses, but with different point electrodes. The first 
electrode was a newly etched wolfram electrode checked 
under an electron microscope while the second electrode 
had a gold coating. Both electrodes had a radius of 
2.0±0.1 µm. For the wolfram needle, the pre-inception 
current with negative polarity were almost a factor of ten 
higher than with positive polarity, while gold coating 
reduced the current to magnitudes similar to what was 
measured with positive polarity.  

The shape of the charge recordings was similar for both 
electrodes. However, for the two wolfram electrodes very 
small steps in the charge recordings were seen at voltages 
near the inception voltage. These steps were at the limit of 
the sensitivity of the experimental setup. The large pre-
inception current might be caused by small discharges 
below the sensitivity of the setup. 
5.1.4 Positive polarity, frozen 



 

 
Figure 6. Partial discharge probability and probability of light emission versus applied voltage for liquid and solid phase. Delays between impulses were 600 s for 
liquid phase, for solid phase the samples were melted between each impulse. 

In frozen n-tridecane, pre-inception currents were not 
reproducible when short time delays between impulses 
were used. For 60, 300 and 600 s between impulses the 
effect of space charge left behind from previous impulses 
have a large effect on the charge recordings: No good 
correlation between the applied voltage and the measured 
pre-inception current was found, and for short delays the 
average current was actually found to decrease at higher 
voltages. 

For the longest delay used, 1500 s, the pre-inception 

current was found to increase nearly linearly with applied 
voltage, which corresponds to the observed behaviour in 
liquid phase indicating that the cumulative ageing makes 
frozen n-tridecane more like liquid n-tridecane. One 
hypothesis that could explain this is that the long-range 
order of the frozen phase is reduced as a result of the 
cumulative ageing, resulting in an amorphous region near 
the point electrode. This has been observed in polymers and 
silicon rubber before and the aged region is typically 
referred to as the degradation zone [18, 33, 50, 52].  

In the case with virgin samples, i.e. samples melted 
between each voltage impulse, the current was also seen to 
increase with increased applied voltage, but it increased 
more slowly than what was found for liquid and for solid 
phase with 1500 s delay between impulses. 

 
Figure 7. Comparison of partial discharge inception probability for test series where different delays between impulses were used with positive polarity.

5.1.5 Negative polarity, frozen 
The pre-inception current measured in frozen phase 

negative polarity shows a large scatter, even for virgin 
samples. The current recorded was approximately one tenth 
of what was recorded in liquid phase with the same 
polarity, but around the same order of magnitude as the 
current recorded for positive polarity in frozen phase with 
similar conditions.  

 
Figure 8. Probability of light emission versus applied voltage for frozen 
n-tridecane. All recordings were done with the same photomultiplier with 
default settings. The same input sensitivity of the oscilloscope were used 
for all recordings except the one marked “V HS” where a higher sensitivity 
were used (10 mV/div versus 200 mV/div). V = virgin sample, HS = high 
sensitivity, LS = low sensitivity (same as other series). 

5.2 INCEPTION 

Inception probability versus voltage is shown in Figure 



 

6. The Figure shows the results obtained with 600 s delay 
between impulses in liquid phase. For the frozen phase, 
results obtained with virgin samples are shown. Partial 
discharges were observed at lower voltages for negative 
polarity than for positive polarity. Light emission was 
observed at voltages below the level where the first partial 
discharges were observed. Both inception probability for 
discharges and probability for light emission were similar 
for both phases and both polarities. 

Comparing the results obtained in n-tridecane with 
cyclohexane [9], light emission in liquid cyclohexane and 

n-tridecane are observed at approximately the same voltage 
(5-6 kV), whereas partial discharges (streamers) occurs at 
much lower voltages in liquid cyclohexane compared with 
liquid n-tridecane.  

 
Figure 9. Comparison of measured charge for partial discharges versus applied voltage for the liquid phase. 

5.2.1 Effect of delay between impulses 
Figure 7 shows the effect of delay between each impulse 

on the inception probability. In liquid phase no effect of 
changing the delay was found. In solid phase the effect of 
the delay was only apparent for the shortest delay, 60 s, 
where only a few discharges were observed.  

Figure 8 shows the probability of light emission versus 
voltage in frozen n-tridecane. The same trend is seen as in 
Figure 7. Note that when the same input sensitivity on the 
oscilloscope (200 mV/div) was used light was observed 
only at higher voltages for virgin samples compared with 
samples subjected to several impulses between each time 
they were melted. When higher oscilloscope sensitivity 
(10 mV/div) was used for virgin samples the results were 
similar to those observed with several consecutive pulses. 
The photomultiplier tube was operated at recommended 
voltage in all experiments, thus the sensitivity of the 
photomultiplier was constant while the sensitivity of the 
oscilloscope varied   

Figure 10. Measured charge versus applied voltage. Comparison of 
charge injected into liquid and solid n-tridecane with negative and positive 
polarity respectively. Only virgin frozen samples are included in the plot.  

5.3 PROPAGATION 

5.3.1 Charge measurement 
The charge injection from partial discharges versus 

voltage is presented in Figure 9 for liquid n-tridecane. In 
Figure 10, the results from the liquid and the solid phase 
are compared. Only measurements with virgin samples 
have been included in this Figure. 

Using several impulses in solid phase without melting 
between each impulse, the discharge amplitude increased 
significantly, saturating the measuring equipment. This was 
seen for both polarities. A plot of average charge injection 
for partial discharges versus voltage for virgin samples, and 
samples where a delay of 600 s between each impulse were 
used can be seen in Figure 11.  

The main finding is that the phase transition from liquid 
to solid phase does not change the size of the discharge 
(measured charge) when virgin solid samples are used as 
seen in Figure 10.  

 
Figure 11. Measured charge versus applied voltage, positive polarity, 
solid phase. Comparison between charge recorded in a virgin samples and 
charge recorded in a sample that have been subjected to several impulses 
with a 600 s delay between each impulse. In the latter case, several of the 
charge measurements reached saturation, which means that the charge is 
larger than what is indicated in this figure. 



 

5.3.2 Average discharge current 

The average discharge current found by dividing the 
measured charge of the discharge by the propagation time 
is shown in Figure 12. For positive polarity an increase in 
discharge current with increased applied voltage was found, 
while for negative polarity the discharge current was found 
to be approximately constant. The results presented in 
Figure 13 shows that the delay between impulses and 
conditioning effect of the needle had no effect on the 
average discharge current. 
5.3.3 Light emission measurement 

Figure 14 shows the amplitude of the signal from the 
photomultiplier tube (pmt) versus the applied voltage. 
Signal increase vs time and signal duration behaved 
similarly for the charge recordings and for the pmt 
recordings for both phases and both polarities.  

In liquid phase the delay between impulses does not have 
a clear influence on the emitted light. For non-virgin frozen 
samples the light emission signals corresponding to partial 
discharges tend to be very large, as for the charge 
recordings, resulting in a graph corresponding to Figure 11. 

 
Figure 12. Comparison of average discharge current versus applied 
voltage for both phases and both polarities. 

5.3.4 Shape of streamer recordings, comparison with 
cyclohexane 

Typical charge recordings for positive polarity in liquid 
phase with the corresponding signal from the 
photomultiplier are shown in Figure 15. Compared with 
cyclohexane the charge injection is more stepwise in n-
tridecane. Averaged over the propagation time the average 
streamer current for comparable discharges are 
approximately the same in the two liquids, but discharges 
occurs at much lower voltages in cyclohexane. Discharges 
in n-tridecane emit much more light than comparable 
discharges in cyclohexane. Most charge and light 
recordings show a combination of two phenomena: A 
constant increase of charge during the discharge 
superimposed with steps in the charge recordings. For 
cyclohexane only the approximately constant increase in 
charge versus time is seen. 

 
Figure 13. Comparison of average discharge current versus applied 
voltage for positive polarity in liquid n-tridecane with different delays 
between impulses. The same needle was used for all experiments, no effect 
of ageing was seen. 

6 DISCUSSION 
 

Figure 14. Light emission versus applied voltage. Comparison of 
negative and positive polarity for liquid (600 s delay) and frozen (virgin 
samples) phase. 

6.1 PRE-INCEPTION CURRENTS 

The pre-inception current can be explained by one or a 
combination of the following: 

 Increased bulk conductivity in the high-field 
region [1, 13]. 

 Charge injection from the electrode by field 
ionization/field emission at the electrode- 
dielectric boundary [1]. 

 Micro-discharges/electron avalanches and 
subsequent drift of the charge [13, 52]. 

 Electrohydrodynamic motion (for liquid) [53]  
 
It is generally hard to separate between these effects. 

Careful examination of the effect of polarity and voltage 
can give some insight into the possible mechanisms. In 

  
Figure 15. Typical examples of charge recordings with corresponding 
photomultiplier signal for streamers in n-tridecane compared to a typical 
example in cyclohexane. 



 

addition, FEM simulations can be a way to indicate likely 
mechanisms. 
6.1.1 Liquid cyclohexane 

Measurements of current density versus applied voltage 
in solutions of triisomylammonium picrate in cyclohexane 
obtained using a homogeneous field have been presented 
(planar electrodes with 0.25 mm distance between the 
electrodes) [54]. These results are compared to FEM 
simulations in Figure 16. Thermal and electrical properties 
for cyclohexane are obtained from [43]. The following 
conductivity model, based on a classical Poole-Frenkel 
model was used: 

5454 0.33*
4( ) 1.3·10 ·
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The temperature dependence is taken from [55] where the 
activation energy for conductivity in cyclohexane at low 
fields was obtained. Equation (2) is very close to the 
theoretical Poole-Frenkel equation based on the low-field 
conductivity for the electrolyte given by equation (3). 
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Comparing the two equations, the low-field conductivity 
deviates by a factor of two, which could be caused by 
electrohydrodynamic motion increasing the mobility of the 
ions.  

The conductivity given in equation (2) gives an SCLF of 
285 MV/m, at 10 MHz and 300 K, which is approximately 
the field at which pre-inception currents in pure 
cyclohexane with point-plane geometry is observed. Based 
on this, a simulation with geometry similar to that of our 
experiments was performed with the conductivity given in 
(2). This resulted in a good fit for the results obtained up to 
voltages of 9 kV where the pre-inception currents increase 
rapidly in cyclohexane (Figure 17). The field dependence 
of the current thus indicates that Poole-Frenkel conductivity 
is responsible for the current observed up to around 9 kV. 
As noted in section 2.3.1 there are several high-field 
conduction models that predicts the same field dependence 
as the Poole-Frenkel model. Above 9 kV, the current can 
no longer be explained by the field dependence predicted 
by these models.   

The low-field conductivity obtained from (2) is too high 
for low fields. It has previously been reported that no clear 
correlation exists between low-field conductivity and the 
pre-inception current observed in liquid cyclohexane [52]. 

The difficulty in fitting the pre-inception currents in 
cyclohexane to known high field conduction mechanism 
above 9 kV could mean that the currents are results of not 
fully developed avalanches in the liquid phase and 
subsequent drift of the charge [52]. It has been suggested 
that a field of at least 200 MV/m over a sufficient path is 
needed for electron avalanches to occur in liquid 
cyclohexane [4]. This is below the SCLF for cyclohexane, 
and thus the SCLF region, which will increase with 
increased applied voltage, will give ideal conditions for 
electron avalanches. 

The Poole-Frenkel mechanisms do not depend on the 
polarity of the needle, and thus similar currents should be 
measured for both polarities. For voltages below the 
inception voltage the recorded pre-inception currents with 
negative polarity in cyclohexane is in the same range as 
those recorded at the same voltages with positive polarity 
[9]. Negative streamers have lower inception voltage than 
positive streamers in cyclohexane, and at 9 kV the 
inception probability for negative streamers reaches 100 %. 
Thus the increase in pre-inception current for positive 
polarity at around 9 kV can not be observed for negative 
polarity. 

 
Figure 16. Comparison of stationary injection current density in a 
solution of triisoamylammonium picrate in cyclohexane (7 · 10−4 M) with 
FEM simulations with a conductivity given by equation (2). Data were 
obtained from fig. 1 in [52]. 

6.1.2 Liquid n-tridecane 
For n-tridecane currents are observed at low fields, while 

for cyclohexane a threshold voltage of 5-6 kV is needed for 
a measurable current (Figure 4). Comparison of the pre-
inception currents in liquid n-tridecane with positive 
polarity with a FEM simulation using the following 
equations for conductivity,  

12 0.0015( ) 1.0·10 · EE e   (4) 
312 0.03( ) 1.0·10 · EE e   (5)  

Figure 17. Comparison of measured pre-inception currents in 
cyclohexane at room temperature and positive polarity with FEM 
simulations with a similar geometry and conductivity given by 
equation (2). 

is shown in Figure 18. Equation (4) corresponds to an 
SCLF of approximately 160 MV/m, and equation (5) gives 



 

an SCLF of approximately 255 MV/m at 10 MHz. Equation 
(4) is similar to Poole-Frenkel conductivity, but the 
constant in the exponential is somewhat high, since 
classical Poole-Frenkel theory gives σ0·exp(0.0011√E) at 
room temperature. Equation (5) is not based on any known 
conductivity theory, but similar field dependence for the 
conductivity has previously been reported for polyethylene 
[56]. The magnitude of the SCLF is also in good agreement 
with what has been measured in XLPE [40]. The 
simulations based on the two formulas have been compared 
to charge recordings in Figure 19. Equation (5) fits the 
measured results better than equation (4), but for the last 
part of the charge recording the fit is rather poor. Again, 

this could be due to electrohydrodynamic motion resulting 
in increased ion mobility. Both equations give a lower 
SCLF than what was measured for cyclohexane which 
corresponds to the lower voltages needed for pre-inception 
currents to occur in n-tridecane compared with 
cyclohexane. The low voltage at which the first current is 
recorded in n-tridecane indicates that the SCLF in the liquid 
is probably closer to 160 MV/m than 255 MV/m.  

The reason for the differences in high-field conductivity 
observed for n-tridecane and cyclohexane is still unknown. 
Density functional theory (DFT) calculations have been 
performed looking at the first excited states and ionization 
potential for both n-tridecane and cyclohexane as a function 
of field. The main difference between n-tridecane and 
cyclohexane is in the way the first excited state is 
influenced by an electric field. In cyclohexane the first 
excited state stays constant at moderate electric fields while 
in n-tridecane it decreases with increased field. This 
decrease in excitation energy could explain why n-tridecane 
has a higher conductivity at lower fields than cyclohexane. 
It could also be the reason why the field dependence of 
high-field conductivity in n-tridecane deviates from the 
field dependence predicted by Poole-Frenkel theory.  This 
will be the topic of a separate paper where the field 
dependence of the conductivity in materials consisting of 
relatively simple molecules is discussed based on quantum 
chemical calculations [57]. 

 
Figure 18. Comparison between measured average pre-inception currents 
and simulated current for liquid n-tridecane with positive polarity. 

 
Figure 19. Comparison of recorded charge injection and simulated charge 
injection for positive polarity. (a) Charge recording at 14 kV, (b) 
simulaiton based on equation (5), (c) simulation based on equation (4), (d) 
charge recording at 18 kV, (e) simulation based on equation (5), (f) 
simulation based on equation (4). 

For negative polarity, small steps in the measured charge 
have been observed for high fields, which could be 
interpreted as very small discharges. The increased current 
measured with a wolfram point compared to a gold point 
under negative polarity (Figure 4b), is believed to be 
caused by an emission point/protrusion on the electrode 
surface, rather than by the change in material (since the 
difference in work function is small). The main effect of the 
gold-coating is to create a smoother and more uniform 
surface.  
6.1.3 Frozen n-tridecane 

The experimental results obtained in frozen n-tridecane 
are compared to simulations in Figure 20. A Poole-Frenkel 
conductivity mechanism was used in the simulations:  

13 0.0011*( ) 1.0·10 · EE e   (6) 

The constant in the exponential can be obtained directly 
from classical Poole-Frenkel theory and is only dependent 
on the permittivity of the medium and the temperature 
[1, 35]. 

The increased scatter in the results for negative polarity 
compared with positive polarity is of unknown origin. The 
conductivity model used in the simulations is only 
dependent on the bulk properties of the material, but the 
difference for positive and negative polarity must be caused 
by the electrode. Effects of emissive spots where field 
emission of electrons from a negative electrode have 
previously been found in vacuum [58]. In liquids a similar 
effect is believed to be responsible for the ``surface effect'' 

 
Figure 20. Comparison between measured average pre-inception 

currents and simulated current based on standard Poole-Frenkel theory for 
frozen virgin samples of n-tridecane with both polarities. 



 

(i.e. the lowering of the apparent inception field for 
streamers with increased point radius) [59]. The increased 
scatter for negative polarity could thus be caused by 
emission of electrons from the negative electrode. 
However, like for gold electrodes in liquid n-tridecane the 
magnitude of the recorded currents are comparable under 
both polarities in frozen n-tridecane. This indicates that the 
SCLF is approximately independent of polarity, as has 
previously been reported to be the case for XLPE [40]. 

In liquid n-tridecane the currents are 2-3 times larger 
than for frozen virgin n-tridecane (Figure 4). The lower 
current recorded in solid phase can be explained by the 
reduced conductivity in crystalline regions, and the reduced 
ion mobility compared with liquid phase. In some cases the 
recorded charge is of the same magnitude as for the liquid 
phase, while in other cases the recorded charge is at the 
threshold of the experimental sensitivity, the scatter of the 
recordings are larger for frozen phase. This indicates that 
the material is not homogeneous on the micrometer scale, 
and that the SCLF depends on the morphology in the 
vicinity of the needle electrode, as has been shown to be the 
case for polyethylene [60]. 

Figure 6b shows that the inception voltage for light 
emission is the same in liquid and solid n-tridecane. A clear 
correlation between luminescence and the SCLF has 
previously been found for polymers [61]. The light 
emission measurements thus indicate that the SCLF should 
be about the same in liquid and solid n-tridecane. However, 
the comparison of measured average pre-inception currents 
in solid phase and liquid phase indicates a higher SCLF in 
the frozen phase. One possible interpretation of this is that 
the SCLF in the amorphous parts of the solid is similar to 
the SCLF in the liquid, thus the current flows in the 
amorphous regions and the light is emitted from these 
regions. 
6.1.4 Influence of delay between impulses 

An extensive study to look at the influence of delay 
between impulses was conducted with positive polarity. 
This was done to see how residual space-charge would 
influence the pre-breakdown phenomena. The results for 
liquid n-tridecane was, nevertheless, hard to interpret due to 
the polymer layer being deposited on the needle electrode. 
The general picture seems to be that the delay between 
impulses mainly influenced the pre-inception currents in 
frozen n-tridecane as shown in Figure 4c (the effects seen 
in liquid can be accounted for by the polymer coating).  

The current recorded with 1500 s between impulses in 
frozen n-tridecane with positive polarity were found to 
increase with applied voltage. For shorter delays between 
impulses the current was found to increase with increasing 
voltage up to a maximum at which point further increase of 
the applied voltage resulted in a decrease in average current 
(Figure 4c). This is most likely caused by residual injected 
homo space-charge in the material effectively screening the 
high field region.  

The average currents recorded with 1500 s between 

impulses are of similar magnitude as what was recorded in 
the liquid. One can assume that the continued stressing of 
the material with high field strengths will break up the 
structure of the material and reduce the long-range order 
and introduce local defects as have been reported for 
polyethylene and silicone rubber [18, 50]. The increased 
current is most likely caused by a combination of the 
reduced crystallinity, increased crack and void formation, 
and the creation of donors/traps in the material as a result of 
the cumulative degradation. 

6.2 INCEPTION 

6.2.1 Liquid phase, negative polarity 
One hypothesis is that the inception of negative 

streamers in cyclohexane is caused by an avalanche in the 
liquid phase followed by discharges in a low density region 
created by the avalanche [7]. The SCLF in cyclohexane 
(280 MV/m) is larger than the minimum field where 
avalanches in the liquid phase are believed to be plausible 
(fields stronger than 200 MV/m in liquid cyclohexane and 
pentane [4]). Thus as the voltage is increased the SCLF 
region will be ideal for electron avalanches (region of 
nearly constant field with field strength above the threshold 
for avalanches in the liquid phase.) The value of the SCLF 
in cyclohexane therefore supports the hypothesis that the 
onset of negative streamers in cyclohexane is the result of 
an electron avalanche in the liquid phase.  

Inception of negative streamers in n-tridecane occurs at 
much higher voltages than in cyclohexane (inception 
voltage in n-tridecane is approximately 20 kV (Figure 6), in 
cyclohexane it is approximately 7 kV [9]). This can be 
explained by the lower SCLF in n-tridecane that effectively 
reduces the electric field to a value below the necessary 
field for electron avalanches to occur in liquid n-tridecane. 
The onset of streamers in n-tridecane is thus probably 
caused by an avalanche in a low density/vaporized region 
created by the large energy dissipation (σ(E)·E2) in the 
high-field region.  

Based on the observed difference in inception voltage for 
n-tridecane and cyclohexane, the difference in SCLF for the 
two liquids and the field required for electron avalanche 
formation in the liquid, different inception mechanisms are 
proposed for negative streamers in liquids: 

If the SCLF is above the necessary field for avalanche 
formation, as our results indicate for cyclohexane, the 
following mechanism is proposed: 

 An avalanche occurs in the liquid phase. 
 A bubble is created by the avalanche 
 Discharges in the vaporized region can lead to 

further growth of the streamer. 
This is similar to the hypothesis usually used to explain 
negative streamer inception in cyclohexane [7], but the 
influence of the SCLF has not been included in this 
hypothesis before. 

For liquids with an SCLF below the necessary field for 
avalanche formation in liquid phase (i.e. n-tridecane) the 



 

following inception mechanism is proposed: 
 Local joule heating creates a region with low 

density liquid or a bubble. 
 In the low density region/bubble the mean free 

path of electrons will increase, thus avalanches 
can occur in this region at a field below the field 
needed for electron avalanches in liquid phase 
at normal density.  

 Discharges in the low density region/bubble can 
lead to further growth of the streamer. 

Since the electrical discharge/avalanche occurs in a low 
density region for this hypothesis it can be tested by 
increasing the hydrostatic pressure. 
6.2.2 Liquid phase, positive polarity 

Inception of positive streamers in liquid cyclohexane is 
believed to be caused by discharges in a low density region. 
The SCLF for cyclohexane is higher than the necessary 
field for electron avalanches in liquid cyclohexane, making 
electron avalanches in the liquid phase possible. For an 
avalanche to form a seed electron in a location that is far 
enough from the electrode to give the necessary path 
length, and close enough to be in a region with a field 
above the necessary field for electron avalanches is needed. 
For negative polarity such seed electrons can be taken from 
the negative electrode, where they will be ideally located to 
create large avalanches (long path with high electric field). 
For positive polarity such electrons can be created 
anywhere in the high-field region (by field ionization, 
cosmic radiation, thermal excitation etc.) and the 
avalanches will be terminated when the electrons reach the 
positive electrode. As a result of this most avalanches will 
start too close to the electrode, and therefore not have 
enough energy to vaporize the liquid. As the voltage is 
increased the high-field region also increases and 
larger/more avalanches can occur since the volume where 
seed electrons can create avalanches will increase. The 
energy dissipation in the high-field region as a result of 
these micro-discharges can form a low density 
region/bubble where larger discharges/avalanches can 
occur resulting in streamer inception. The creation of seed 
electrons in the liquid is highly stochastic, which can 
explain why the transition of streamer inception probability 
from 0 to 100 is slower for positive polarity than for 
negative polarity where the inception mechanism is more 
deterministic (transition occurs over a small voltage range) 
[9].  

Positive streamers in liquid n-tridecane are observed at 
somewhat higher voltages than negative streamers, but 
besides this slight shift in inception voltage the onset occurs 
over a similar voltage range (Figure 6). We propose that the 
same mechanism is responsible for negative and positive 
streamer inception in n-tridecane. The lower inception 
voltage for negative polarity can be caused by the 
availability of electrons from the negative electrode. These 
electrons are probably the reason for the higher currents 

recorded under negative polarity as seen in Figure 4 (giving 
a higher energy dissipation), and they will also be available 
as seed electrons to create electron avalanches in the low 
density region. 
6.2.3 Solid phase, virgin n-tridecane samples 

Comparing inception probabilities in frozen and liquid n-
tridecane shows a great similarity between the two phases 
(Figure 6). We believe that this indicates that the same 
mechanism is responsible for inception of partial discharges 
in the two phases. No clear influence of polarity were found 
for frozen n-tridecane, which is in good agreement with 
results obtained in XLPE [40, 62] 

The amorphous regions are the weakest both 
mechanically and electrically, and will be where most of 
the pre-inception current flows (there is a barrier of 
approximately 0.6 eV that electrons need to ascend to enter 
crystalline regions [10]). Thus inception is likely to be 
initiated in amorphous regions at or very close to the needle 
electrode. In polymers the inception and propagation of 
electrical trees have been found to primarily occur in 
amorphous regions [1, 62]. Formation of a low density 
region will in this case require a phase transition from solid 
to gas/low density liquid, and thus more energy than 
needed for liquid phase is required. The pre-inception 
recordings indicate that the SCLF is higher for frozen phase 
than for liquid phase. Thus in the high-field region the 
power dissipation will be even greater than for liquid n-
tridecane, but in a smaller region. However, the charge 
recordings will depend on the average morphology at the 
needle surface, and the SCLF in the amorphous region 
could be close to the one found for liquid phase. It should 
also be noted that the boiling point for n-tridecane is high 
(234ºC), and the energy required to reach the boiling point 
is large compared with the extra energy required for the 
phase transition from solid to liquid phase, this can explain 
the similarity between the two phases. 

6.3 PROPAGATION 

6.3.1 Liquid phase 
Charge recordings for positive streamers in cyclohexane 

have the same main feature as charge recordings in n-
tridecane, see Figure 15. For both liquids the main feature 
is a nearly linear increase in charge during the period of 
streamer growth. For n-tridecane some small steps in the 
charge recordings were observed. The main characteristic 
of the streamer charge recordings for both liquids 
corresponds well to what has been reported for 1st mode 
positive streamers [26]. The observed steps in the charge 
recordings for n-tridecane indicate that the streamers in n-
tridecane are a mixture of 1st and 2nd mode streamers. The 
transition to 2nd mode streamers is typically seen in the 
charge recordings by a clear increase in the average 
streamer current with increased voltage [52]. No such 
change was observed for n-tridecane (Figure 12). It is 
known that the observation of 1st mode streamers requires 
a sharp tip (rp < 6 µm in cyclohexane) that gives a large 



 

enough field for inception at voltages below the 
``propagation voltage'' for the liquid [26]. The propagation 
voltage is the threshold voltage for 2nd mode streamer 
propagation and depends on the liquid and the distance 
between the needle electrode and the plane but is 
independent of the point radius [26]. The fact that we 
observe 1st mode streamers in n-tridecane means that the 
radius of the needle electrode, 2 µm, is below the critical 
radius for n-tridecane. We also observe what we interpret 
as the start of a transition to 2nd mode streamers indicating 
that the propagation voltage in n-tridecane for our geometry 
is around 25-30 kV.  

Negative streamers in n-tridecane are clearly of 1st 
mode, no transition to 2nd mode was observed. The 
streamer current was found to be almost constant over the 
entire voltage range (15-30 kV). The charge recordings 
obtained with negative polarity are similar to the ones 
obtained with positive polarity with more steps in the 
recordings. 
6.3.2 Solid phase 

The charge obtained with virgin n-tridecane (melted 
between each applied impulse) falls within the same range 
as for liquid n-tridecane for both positive and negative 
polarity (Figure 10). The charge recordings also shows the 
same characteristic (quasilinear increase of charge with 
some steps), and the average streamer currents falls within 
the same range for both phases and both polarities (Figure 
12). The relatively small effect of the phase transition 
makes it reasonable to assume that the propagation 
mechanism for streamers and electrical trees under transient 
voltage are similar. Most likely the structure grows in the 
weak ``liquid-like'' amorphous regions of the solid, as 
reported for polymers [1, 18]. Thus once propagation starts 
the electrical tree will choose the path of least resistance 
along the amorphous regions, and create structures similar 
to those observed in liquid phase. This indicates that for 
instantaneous ageing the amorphous region is the most 
important, as it constitutes the weak part of the material, 
and the liquid and solid phases show similar behaviour.  

When frozen n-tridecane was stressed by several 
consecutive impulses the discharges were found to be large 
even for low applied voltages. The cumulative degradation 
of the system degrades the high-field region, leading to a 
weak region where electrical trees can grow, thus lowering 
the inception voltage. This has previously been reported for 
polymers stressed by ac voltage, where a degradation zone 
at the needle electrode has been reported [18]. The large 
discharges in the degradation zone could be caused by the 
formation of voids and cracks in the high field region 
giving the discharges the characteristics of discharges in 
gas/voids.  

7 CONCLUSION 
The main result obtained in this study is the clear 

correlation between inception and propagation of streamers 

and electrical trees in the liquid and frozen phases for n-
tridecane. Based on this it is proposed that the inception 
and propagation in the frozen phase occur in an amorphous 
region.  

An SCLF of approximately 160 MV/m was found for 
tridecane based on the recorded pre-inception currents. This 
value is low compared to the one obtained for cyclohexane 
(280 MV/m), and may explain the large difference in 
inception voltage for the two liquids. In cyclohexane the 
SCLF is large enough to facilitate electron avalanches in 
the liquid, while the lower obtainable fields in n-tridecane 
makes avalanche formation in the liquid phase unlikely. If 
this is the case then discharges in n-tridecane requires a low 
density liquid or gas region which is created by other 
means than electron avalanches in the liquid. One likely 
way of creating such a low density region is by local joule 
heating.  

Comparison between our results in n-tridecane and 
results obtained by others using polyethylene show similar 
values for the SCLF and the field required for inception of 
electrical trees. The similarity between positive and 
negative polarity is also similar to results obtained in 
polyethylene. The similar electronic properties of n-
tridecane and polyethylene make n-tridecane a good choice 
as a simple model system for polyethylene. 
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L. E. Lundgaard

Submitted to the IEEE Trans. Dielect. Elect. Insul., 2010





 

Effects of N,N-dimethylaniline and trichloroethene on 
prebreakdown phenomena in liquid and solid n-tridecane 

 
Ø. L. Hestad, H. S. Smalø, P.-O. Åstrand  

Department of Chemistry 
Norwegian University of Science and Technology (NTNU)  

7491 Trondheim, Norway 

S. Ingebrigtsen and L. E. Lundgaard  
Department of Electric Power Technology 

SINTEF Energy Research 
7465 Trondheim, Norway

 
ABSTRACT 

Prebreakdown phenomena in 0.1 M N,N-dimethylaniline (DMA) and 0.1 M 
trichloroethene (TCE) in n-tridecane have been investigated experimentally in liquid 
and solid phases in a needle-plane geometry with impulse voltage. Light emission and 
charge injection from the high-field electrode were measured. Results have been 
compared with results obtained in neat n-tridecane and in cyclohexane with the same 
additives. Adding TCE to n-tridecane increase the pre-inception current and reduce 
the inception voltage for negative and positive polarity. The increase in pre-inception 
current is probably caused by trap assisted conduction, and may be responsible for the 
decrease in inception voltage. TCE had no effect on propagation of streamers in n-
tridecane. The main effect of DMA in n-tridecane is to enhance the propagation of 
streamers and electrical trees with positive polarity. This is in line with what has been 
reported for cyclohexane, and is explained by the low ionization potential of DMA. 
Charge injection for negative streamers is reduced by the addition of DMA in n-
tridecane, while the emitted light is increased. This indicates that some of the energy 
otherwise used for propagation is emitted as light. A low electronic excitation energy 
for DMA at 2.4 eV supports this hypothesis. The additives have the same effect on 
prebreakdown phenomena in solid and liquid phases with positive polarity, and thus 
the same mechanism is suggested to be responsible for electrical treeing and streamer 
inception and propagation. The scatter is generally found to increase when going from 
liquid to solid phase, which is explained by the inhomogeneity in the solid phase. The 
transition to solid phase with negative polarity typically results in an even larger 
scatter than for positive polarity. The effect of additives seems to be secondary to the 
morphology at the point electrode with negative polarity. 

   Index Terms  — Prebreakdown phenomena, streamer, electrical tree, additives, 
phase transition. 

 
1   INTRODUCTION 

Modern society depends upon reliable high-voltage insulation. 
Electrical degradation and breakdown of gas, liquid, and solid-
state insulators have been studied extensively during the last 
decades [1-3]. Each study has typically been focused on one of 
the phases because of the physical differences between the 
phases, and three separate research branches have thus 
developed. Even so, the well-known discharges in gas phase 

have typically been the foundation for proposed mechanisms in 
the condensed phases [4], and it has been shown that pre-
breakdown and breakdown phenomena in a series of dielectric 
liquids and polyethylene are similar [5-7]. Occasionally all three 
phases have been linked based on the many similarities for pre-
breakdown phenomena regardless of phase [8]. 

Pre-breakdown phenomena are observed in condensed phases 
at voltages below the breakdown voltage. In liquids the electrical 
stress creates a low density region, a streamer, observable by 
shadowgraphic techniques [3,9-12]. A similar process occurs in 
solids where a permanent structure, an electrical tree, is created 
[2,7]. In both phases the structures have a low dielectric strength 
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compared with that of the bulk insulation material. When such a 
structure bridges the entire gap between the electrodes, it 
typically induces a breakdown. The properties of streamers and 
electrical trees depend on a series of external factors, among 
them are: electrode geometry, voltage polarity (divergent fields), 
and voltage waveform (ac, dc, impulse, step voltage etc.) [2,11]. 

Hot electrons play an important role in degradation and 
breakdown of dielectrics exposed to fast voltage transients 
[2,3,13]. One hypothesis is that hot electrons will behave 
similarly in liquids and amorphous solids due to similar density 
and molecular arrangement in the two phases. Our experimental 
work on liquids and their frozen counterparts have been done to 
test this hypothesis [14,15]. This paper is the third paper in a 
series describing experiments performed in liquid and solid 
(frozen) phase. The first paper presents the experimental setup 
and experiments performed in liquid and frozen cyclohexane 
[14]. The second paper investigates pre-breakdown processes in 
neat n-tridecane (i.e. purified n-tridecane with no additives), and 
how the liquid-solid phase transition affects the pre-breakdown 
phenomena [15]. It was found that for virgin samples, i.e. 
samples that were melted between each applied voltage impulse, 
the main effect of the phase transition was an increased scatter in 
the measurements due to the increased inhomogeneity when 
going from liquid to solid phase [15]. The present paper focuses 
on the effect of two additives, trichloroethene (TCE) and N,N-
dimethylaniline (DMA), on pre-breakdown phenomena in liquid 
and solid n-tridecane. The additives were chosen based on their 
ionization potential (IP) and electron scavenger properties that 
have been shown to be of importance for streamer propagation in 
cyclohexane [16,17].  

2. THEORY 
Pre-breakdown phenomena in solid and liquid phases are 

complex. There are several review papers/books on the topic 
[2,3,11], and a brief description of the processes responsible for 
inception and propagation of streamers and electrical trees were 
given previously [15]. Here, we focus on the effect of additives 
and base liquid/solid properties. 

2.1. ADDITIVES IN LIQUID AND SOLID INSULATION 

Additives are common in both solid and liquid insulation. 
Cross-linked polyethylene (XLPE) typically contains a mixture 
of chemical additives either left behind from cross linking (i.e. 
acetophenone, cumylalcohol, etc.) or included to inhibit 
oxidation (typically antioxidants of the phenolic or amine type). 
The material properties are also modified by additives, fillers and 
cross-linking [2,18]. 

For liquid insulation a similar picture arises, but in addition to 
the controlled additives added to increase stability, the 
composition is often not well defined for liquid insulation as it is 
typically based on mineral oil. Mineral oils are produced by 
refining crude oil, and are complex mixtures of paraffinic, 
naphthenic and aromatic hydrocarbons. Small amounts of 
sulphur compounds, nitrogen compounds, and oxygen 

compounds also occur naturally in a mineral oil. Different 
additives like oxidation inhibitors, pour-point depressants, gas 
absorbers and metal captivators may also be added [19]. 

2.2. IMPORTANT FACTORS FOR STREAMER 
INCEPTION/PROPAGATION IN LIQUIDS 

A large number of prebreakdown/breakdown experiments 
have been performed in a variety of liquids [11,12], and the 
results have been interpreted based on one or more of the 
molecular or bulk properties of the liquids: Molecular packing 
density and molecular branching [20], functional groups/atoms 
[5,21-23], molecular double and triple bonds [23,24], molecular 
parachor [25], molecular dipole moment [25], conductivity [26], 
viscosity [5,12,27-30], and boiling point [31]. In addition, 
external factors like the hydrostatic pressure and temperature 
have been shown to be of importance for streamer inception and 
propagation [5,14,29,30,32,33], these properties will influence 
the energy required for evaporation and the viscosity of the 
liquid. The energy required for inception and propagation of 
streamers are taken from the electric field through processes like 
field ionization [10] or impact ionization [3] creating free charge 
that can deposit the energy in the streamer structure or at the 
interface between the streamer and the liquid [34]. The molecular 
properties in the list above will influence the energy transfer from 
the electric field to the streamer, while the bulk properties main 
influence are on the energy required for growth. The bulk 
properties, as well as external properties, mainly influence the 
slow first-mode streamers [28,32]. The faster more energetic 2nd 
mode streamers are typically less affected by bulk properties 
[28]. Nevertheless, bulk properties, like viscosity/temperature, 
can affect the transition between the 1st and 2nd mode [29]. 

It is known that electron scavengers and low ionization 
potential additives can have a large effect on streamer 
propagation [35], which has subsequently been confirmed for a 
large variety of base liquids and additives, showing that even a 
small concentration of additives with specific electrochemical 
properties can drastically change the propagation characteristics 
of streamers [17,21,34,36-38]. The general trend found is that 
molecules with low ionization potential speed up positive 
streamers, while molecules with electron scavenger properties 
makes negative streamers more filamentary and faster. 

2.3. IMPORTANT FACTORS FOR ELECTRICAL 
TREE INCEPTION IN SOLIDS 

For solid insulation much emphasis have been on slow 
cumulative degradation, unlike streamers in dielectric fluids, 
once an electrical tree is initiated further growth will occur 
through partial discharges eventually leading to breakdown [13]. 
The first void in which partial discharges can occur is believed to 
be caused by hot electrons breaking polymer bonds followed by 
autoxidation [13,39,40]. 

The importance of oxidation processes for long-term treeing 
has been confirmed through the observed influence of oxygen 
[13], temperature [41] and antioxidants on inception [42]. The 
observation of a deterioration region at high-field regions 



 

showing clear evidence of oxidation is further proof of this [43]. 
Degassing and subsequent impregnation with Ar or He has been 
shown to increase the rate of deterioration of the polymer, which 
has been ascribed to the Penning effect [44]. 

Oxidation and the Penning effect both rely on hot electrons 
with sufficient energy to either break polymer bonds or excite 
molecules. Therefore, the deterioration process is slowed down 
by reducing the mean-free path of the electrons, thus reducing 
the number of hot electrons [40,45]. This can be achieved by 
impregnation with liquid [46] or gas [39,44,45,47,48] which 
reduces the free volume in the insulation material, or by electron 
scavenger additives (i.e. SF6) [45]. Additives with low molecular 
weight and byproducts from crosslinking have also been shown 
to be effective as treeing inhibitors, explained by diffusion into 
voids thus reducing the free volume [49]. The diffusion of such 
molecules to high-field regions could be enhanced by 
dielectrophoresis, and these molecules could lower the resistivity 
in the high-field region, thus reducing the field in this region 
[49]. This would lead to a low space charge limited field (SCLF). 
An ideal dielectric should have a SCLF low enough to limit the 
field to safe values in the high-field region without damaging the 
dielectric, such a material could only fail thermally [50,51]. 

Impulse treeing is affected by many of the same factors as ac-
treeing, but dielectrophoresis, oxidation and the Penning process 
are too slow to have any effect on impulse trees. Thus for 
impulse treeing one can increase the inception voltage either by 
reducing the mean-free path of electrons, or by reducing the field 
in the high-field region. For example the inception voltage for 
impulse electrical trees in polymers are higher after the formation 
of a deterioration/oxidation region by slow cumulative 
degradation [43]. This has been explained by the large number of 
polar groups in this region, leading to a higher dielectric constant 
of the material. This will alter the field distribution, lowering the 
field in this region [43]. An increased conductivity in the 
deterioration region could also explain the result through a 
reduced SCLF [51]. 

3. METHODS AND MATERIALS 

3.1. EXPERIMENTAL SETUP 

The experimental setup has been described in detail previously 
[14]. It comprises a high voltage pulse source, a temperature 
control system, a differential charge measurement setup, and a 
photomultiplier tube (PMT). Needle-plane electrode geometry 
with a needle radius of 2 µm and a gap distance of 11.5 mm was 
used. The plane electrode has a diameter of 90 mm. The sample 
volume was approximately 2 dl. The temperature can be varied 
between -60º C and +260ºC. 

The voltage source connected to the plane electrode gives step 
voltages with a rise time of 40 ns, constant high voltage for 50 µs 
and switching off time constant of 80 µs, hereafter called 
impulses. Two electrodes, a sharp needle and a blunt probe, were 
used for differential charge recordings during the applied 
impulses. The system has sensitivity better than 0.1 pC [14]. 

The sharp needle electrodes were made of 100 µm wolfram 
wires electrochemically etched to a point radius of 2 µm. Special 
concern was given to the submicroscopic properties of the 
electrode surface as this has been shown to be of importance for 
the experimental results [15]. All electrodes used were studied 
under a scanning electron microscope prior to the experiments. 
New needles were made for each test series, as previous 
experiments have shown that multiple discharges in n-tridecane 
deposit a polymer layer on the needle that affects the 
measurements [15]. 

3.2. MATERIALS 

Experiments were performed in 0.1 M DMA in n-tridecane, 
and 0.1 M TCE in n- tridecane and were compared to previous 
results obtained in neat n-tridecane (i.e. n- tridecane with no 
additives) with the same setup [15]. The additives were chosen 
based on their electrochemical properties, and on previous results 
with a similar setup where electron-attaching and electron-
releasing additives in cyclohexane were studied [16,17]. 

The linear alkane, n-tridecane, was chosen based on its known 
similarities with polyethylene. The energy levels in linear alkanes 
approach the continuous energy bands found for polyethylene as 
the number of carbon atoms in the chain increases [52]. In 
addition, linear alkanes have been used as model systems to 
study the morphology of polyethylene [53]. Tridecane has an IP 
of 9.25 eV in the liquid phase [54], and a first singlet-singlet 
excitation energy of 6.3 eV in the gas phase [55]. 

DMA was chosen because of its relatively low IP of 7.12 eV 
in the gas phase [56]. It has been shown to enhance streamer 
growth from positive needle electrodes in cyclohexane [17]. In 
addition to a low IP, density functional theory (DFT) calculations 
in the gas phase have shown that DMA has a low first singlet-
singlet excitation energy of approximately 2.4 eV [55]. 

TCE was chosen because of its known electron scavenger 
properties (high electron affinity and large cross section). This 
substance has been shown to enhance streamer growth from 
negative needle electrodes in cyclohexane [17]. TCE has an IP of 
9.46 eV in the gas phase [56], and a first singlet-singlet excitation 
energy of 5.1 eV in the gas phase [55]. 

The base liquid was 99.9 % pure n-tridecane, degassed for 24 
hours, and treated with a molecular sieve (3 Å  Zeochem) to 
reduce the content of water in the sample. 0.1 M solutions of n-
tridecane and TCE or DMA were made by mixing the degassed 
n-tridecane with the additive overnight using a magnetic stirrer. 
During experiments the sample volume was in contact with a 10 
ml reservoir filled with air and molecular sieve, the two volumes 
were connected through a syringe. This reservoir allowed the 
sample to expand during temperature cycling. 

Frozen n-tridecane is a polycrystalline material, meaning that 
it is mainly crystalline, but with amorphous regions at the 
boundaries between crystallites. As the additives will not fit into 
the crystalline structure, they will primarily be located at the 
boundaries between crystallites, and will therefore reduce the 
overall crystallinity of the frozen liquid.  



 

3.3. TEMPERATURE SEQUENCE 

The sample was cooled to -15ºC with a linear cooling rate of -
1ºC/min. Once the desired temperature was reached, it was kept 
constant for ten minutes before the impulse was applied. After 
each impulse the sample was melted (heated to 20ºC and held at 
that temperature for 10 minutes) and then frozen again to 
produce a new virgin sample before new impulses were applied. 
This temperature sequence is similar to the one used previously 
with neat n-tridecane [15], but with neat n-tridecane the sample 
was only cooled to -10ºC. The lower temperature was used since 
the freezing point is lowered by the additives. A short test with 
neat n-tridecane was conducted to be sure that the two 
temperature programs gave similar results for neat n-tridecane. 
All experiments on the liquid phase were done at 20ºC. 

3.4. NUMBER OF AND DELAY BETWEEN 
IMPULSES 

For all experiments at least 20 impulses were applied at each 
voltage level. For the liquid phase a delay of 600s was used 
between each applied impulse, while for the solid phase virgin 
samples were used (section 3.3). 

4. EXPERIMENTAL RESULTS 
This section is divided into three subsections corresponding to 

the different stages observed for streamers/electrical trees at 
increasing voltage levels: 

 
Figure 1. Typical examples of charge recordings in neat n-tridecane and 
the two mixtures at 16 kV, positive needle polarity and 20ºC. 

 Pre-inception currents: Currents recorded when no 
streamers/electrical trees were created are presented.  

 Inception: Probability for initiation of streamers and 
electrical trees versus voltage level, and the probability for 
recorded light emission versus voltage level are given in 
this section.  

 Propagation: The last section gives the characteristic 
measurements describing the propagation of the structures 
in liquid and solid phases. Since no visual observation was 
possible this is limited to the magnitude and duration of the 
measured charge, emitted light and the average current for 
streamers and electrical trees. 

4.1. PRE-INCEPTION CURRENTS 

Charge recordings that showed no evidence of discharges, i.e. 
no sudden increase in current or steps in the charge recordings, 
were classified as "pre-inception currents". Typical examples 

 
Figure 2. Average pre-inception current during the first 50 μs after applied voltage. At least 20 impulses were applied at each voltage, but at the highest 
voltages some of the impulses resulted in streamers, thus reducing the number of recordings of pre-inception currents at high voltages. Each point corresponds 
to at least five data points. Experiments in the solutions were conducted in a limited voltage range, from a few kV below the inception voltage (50% streamer 
inception probability, table 1). 



 

Table 1. Voltage range corresponding to 10-90% streamer/electrical tree inception probability and inception voltage, Vi (50% inception 
probability). In some cases 90% inception voltage was not reached within the voltage range used (up to 28 kV). 

Positive polarity (kV) Negative polarity (kV)  

recorded at 16 kV and 20ºC with positive polarity are shown in 
figure 1. Such currents have been reported in similar experiments 
with other liquids and solids before [16,32,57]. Pre-inception 
currents were measured in all materials at both polarities and 
both phases (figure 2).  The general shape of the charge 
recordings, from which the pre-inception currents presented in 
figure 2 were calculated, was similar to the ones shown in figure 
1 regardless of the phase and polarity.  

In the frozen phase with positive polarity, neat n-tridecane and 
0.1 M DMA were found to yield the same current-voltage 
characteristic up to 22 kV, where the current in 0.1 M DMA 
became larger than in neat n-tridecane (figure 2c). In the liquid 
phase, a similar increase at 22 kV is observed, but within the 
standard deviation of the measurements in neat n-tridecane 
(figure 2a). TCE was found to increase the pre- inception current 
with positive polarity for both phases (figures 2a and 2c). 

Higher voltages were needed to induce the same pre-inception 
current in the solutions compared to neat n-tridecane with 
negative polarity. An average current of approximately 300 nA 
was recorded at 12 kV, 15 kV and 17 kV, for n-tridecane, 0.1 M 
DMA and 0.1 M TCE respectively (figure 2b). Comparing the 
results obtained with 0.1 M DMA and 0.1 M TCE with negative 
polarity to the results obtained in the same liquids under positive 

polarity, shows that the pre-inception currents in these liquids are 
unaffected by the polarity, while the currents in neat n-tridecane 
are higher for negative than for positive polarity at the same 
voltage. 

For the frozen phase, the scatter in the measurements are too 
large to recognize any difference between the three liquids 
(figure 2d). The general trend for all three frozen liquids is that 
the pre-inception currents stay low even at high voltages. No 
clear correlation with voltage level was found. 

4.2. INCEPTION 

The voltage range where streamer/electrical tree inception 
probabilities increase from 10 to 90% as well as the inception 
voltage (50% inception probability) for positive and negative 
polarity with both phases are given in Table 1. Inception 
probabilities were found by counting the voltage impulses that 
resulted in streamer/electrical trees characterised by a step/steep 
increase in charge versus time in the charge recordings at a given 
voltage. 

Both additives were found to lower the inception voltage in 
the liquid phase with positive polarity (Table 1). However, the 
lowest voltage for which streamer inception occurred was found 
to be similar for all three liquids. The rise from 10 to 90% 

 
Figure 3. Average injected charge versus applied voltage for streamers and electrical trees. The charge is based on the total charge increase from the first step 
in the charge recording to the last. Charge recordings of streamers in combination with shadowgraphic imaging of the phenomenon in liquids have shown a 
clear correlation between the charge and the spatial size of streamers [17]. 

 Liquid Frozen Liquid Frozen 
Vi 10 – 90 % Vi  10 – 90 % Vi 10 – 90 % Vi 10 – 90 % 

Neat n-tridecane 19 - 27.5 24 16 -  23 14.5 - 22 18.5 16.5 - 20 
0.1 M DMA 17 - 21 20 12.5 - 23 20 18.5 - 22 20.5 14 - 20 17.5 
0.1 M TCE 16 - 19 17.5 16 - 18.5 17 13.5 - 18 15 16 - 20.5 18 



 

streamer probability occurs over a larger voltage range in neat n-
tridecane than in n-tridecane with additives. The same trend was 
observed for the solid phase, but the first electrical tree occurs at 
lower voltages than the first streamer in the liquid phase. 
However, the 20-90% voltage range is similar for the liquid and 
solid phase.  

Inception probabilities with negative polarity in neat n-
tridecane were found to fall between those obtained with the two 
mixtures in the liquid phase (Table 1). The onset voltage (10% 
streamer probability) in neat n-tridecane is about the same as 
what is observed in 0.1 M TCE, while 100% probability was 
found to coincide with the results found for 0.1 M DMA. As for 
positive polarity the increase from 10 to 90% inception 
probability occurred over the largest voltage range for neat n-
tridecane. 

For the solid phase and negative polarity, the only clear 
distinction between the three liquids is that only 0.1 M DMA 
reaches 100 % inception probability within the voltage range 
used (up to 28 kV). In contrast to what was found in the liquid 
phase, discharges were observed at lower voltages in 0.1 M 
DMA than in the other two materials. 

4.3. PROPAGATION 

Propagation of streamers and electrical trees were measured 
indirectly through charge and light emission measurements 
(figures 3 and 4). Several studies where the extension of 
streamers into dielectric liquids have been measured indicate that 
there is a clear correlation between the spatial extension of the 
streamers and the measured charge [17]. In the liquid phase it has 
been shown that the transition from one propagation mode to 
another is followed by a sharp increase in the average streamer 

current [17]. The streamer/electrical tree current have therefore 
been plotted in figure 5. 

The charge versus voltage plots in figure 3 are based on the 
total charge increase from the first step in the charge recording to 
the last. Figure 4 simply shows the amplitude recorded by the 
photomultiplier versus voltage. The average streamer current 
versus voltage level shown in figure 5 was calculated by dividing 
the streamer charge by the propagation time. 

Adding DMA to n-tridecane increases the injected charge for 
positive polarity both for the frozen and the liquid phase (figures 
3a and 3c). At voltages near the inception voltage, the smallest 
discharges are about the same size as those recorded in neat n-
tridecane, but they grow faster with applied voltage. At 25 kV, 
the size of the discharges was found to be around 8-10 times 
larger in 0.1 M DMA compared to neat n-tridecane. For negative 
polarity, DMA has the opposite effect. In the liquid phase the 
discharges increase more slowly with increasing voltage in 0.1 M 
DMA compared to what was observed in neat n- tridecane 
(figure 3b). In the liquid phase at 26 kV, approximately twice as 
much charge is injected into a streamer in neat n-tridecane 
compared to 0.1 M DMA. In the solid phase, the average injected 
charge is reduced when adding DMA, but the effect is smaller 
than in the liquid phase, and typically lies within the standard 
deviations of the results obtained for neat n-tridecane (figure 3d). 

Adding TCE to n-tridecane has no effect on the injected 
charge for positive polarity neither for the liquid nor for the 
frozen phase (figures 3a and 3c). In contrast to what was 
observed for the liquid phase, for negative polarity and frozen 
phase TCE was found to increase the average injected charge and 
the observed scatter (figure 3d). At 26 kV, the average discharges 

 
Figure 4. Average photomultiplier amplitude versus applied voltage. The plots above are based on photomultiplier amplitudes measured for 
streamers/electrical trees. Note the different y-scales. 



 

 
Figure 5. Average streamer current versus voltage level for positive polarity. No effect of the additives was found for negative polarity, thus only results 

for positive polarity are presented above. The streamer current was calculated by dividing the streamer charge by the propagation time (time from first to last 
discharge/step in the charge recording). 

are twice as large in 0.1 M TCE compared to the average 
discharges in neat n-tridecane in the frozen phase (figure 3d). 

Light emission from 0.1 M DMA was much larger than for 
neat n-tridecane with positive polarity for both phases and for 
negative polarity in the liquid phase (figures 4a, 4b and 4c). For 
the solid phase with negative polarity, the results for 0.1 M DMA 
and neat n-tridecane were similar (figure 4d). No clear effect of 
TCE on light emission were found, only a small increase within 
standard deviations for negative polarity in solid phase was 
observed (figure 4d). 

The streamer current recorded in both phases with positive 
polarity were more than 100 times larger in 0.1 M DMA than the 
currents recorded in neat n-tridecane (figures 5a and 5b). For 
negative polarity, no effect of DMA were observed. 

TCE has a much weaker effect on the streamer current, but for 
voltages above 22 kV with positive polarity in the liquid phase, 
the streamer current was found to increase faster in 0.1 M TCE 
than in neat n-tridecane (figure 5a). No effect of TCE was found 
for frozen phase and positive polarity (figure 5b). The 
measurements performed in 0.1 M TCE were within standard 
deviations of measurements performed in neat n-tridecane for 
both phases with negative polarity. 

5. DISCUSSION 
In our previous paper on discharges in neat n-tridecane, we 

discussed the following mechanism for inception of streamers in 
liquids where the space charge limited field (SCLF) is below the 
necessary field for electron avalanche formation in the liquid 
phase [15]: 

 Local joule heating creates a region with low density liquid 
or a bubble. 

 In the low density region/bubble the mean-free path of 
electrons will increase, thus avalanches can occur in this 
region. 

 Discharges in the low density region/bubble can lead to 
further growth of the streamer. 

Additives can influence this process by changing the required 
mean-free path, changing the SCLF/high-field conductivity, or 

changing the energy required for the creation of a low density 
region. 

The effect of phase transition from liquid to solid phase was 
found to be small for both inception and propagation in n-
tridecane, the main effect of the phase transition being an 
increased scatter in all measured quantities [15]. Therefore it was 
proposed that similar phenomena occurs in liquid and frozen n-
tridecane, but the increased scatter is caused by the 
inhomogeneity of the material in the solid phase. The amorphous 
regions are probably weaker than the crystalline regions (lower 
yield strength and lower dielectric strength). The morphology at 
the needle apex is therefore important for the inception of 
electrical trees. 

In the following the effect of DMA and TCE on inception of 
streamers/electrical trees will be discussed for both polarities and 
phases. In addition the effect of the additives on the growth of 
streamers and electrical trees is discussed.  

For positive polarity the same general trends were found for 
both phases. Thus we start by discussing the effect of the 
additives followed by a brief discussion about the limited effect 
of phase transition for positive polarity. 

The probability for streamers in 0.1 M DMA follows the 
inception probability in neat n-tridecane up to about 20 kV where 
the inception probability increases more rapidly resulting in a 
somewhat lower inception voltage than for neat n-tridecane 
(Table 1). This corresponds to the increase in pre-inception 
current seen at 21-22 kV in 0.1 M DMA (figures 2a and 2c) 
which may be caused by electron avalanches with insufficient 
energy to start a streamer. The increase in pre-inception current at 
lower voltages in 0.1 M DMA compared to n-tridecane is 
expected as a low-IP material will facilitate electron avalanches 
[38]. DMA will make formation of avalanches more efficient 
than in neat n-tridecane because less energy is required for 
impact ionization of DMA (a shorter mean-free path is required). 

The low IP of DMA enhances the probability for impact 
ionization making electron avalanches larger [38], which may 
explain both the large measured charge and the enhanced light 
emission in 0.1 M DMA compared to in neat n-tridecane (figures 
3a, 3c, 4a and 4c). It should be noted that the first excitation 



 

energy for DMA is approximately 2.4 eV, which is in the area of 
visible light. Therefore, the DMA molecules are easily excited, 
and one possible way of relaxation is through emission of light. 
The plot of the streamer current for both phases shows that the 
average streamer current is much larger in 0.1 M DMA than in 
0.1 M TCE and n- tridecane (figures 5a and 5b). The increased 
streamer current indicates faster streamer propagation when 
DMA is added (higher streamer mode). This is in line with what 
has previously been reported for low IP molecular additives in 
dielectric liquids [10,17,34]. 

For positive polarity, TCE was found to increase the pre-
inception current in both phases (figures 2a and 2c). TCE is a 
known electron scavenger, thus it creates traps in the material 
(regions of higher electron affinity). One would expect this to 
reduce the mobility of the electrons and thus reduce the measured 
current by localizing free electrons in traps. Such traps in 
combination with a strong electric field can, on the other hand, 
lead to effective conduction through mechanisms such as trap 
assisted tunnelling or hopping conduction [2]. Some traps may 
be occupied by free electrons produced by background radiation. 
For the liquid phase, these electron scavengers could also result 
in more space charge being left behind from previous impulses. 
However, the same trend is seen for the frozen phase where the 
sample goes through two phase transitions between each 
measurement (approximately 1.5 hours between each impulse). 
Even a small number of filled traps would increase the 
conductivity in the material thus explaining the larger current 
measured in 0.1 M TCE. The lower inception voltage in 0.1 M 
TCE compared with n-tridecane for both phases corresponds 
with the increase in pre-inception currents which results in an 
increased energy dissipation in the high-field region creating a 
low- density region at lower voltages (Table 1). Comparing the 
pre-inception current in the liquid phase at the inception voltage 
in n-tridecane (24 kV) and in 0.1 M TCE (17.5 kV) gives 
approximately equal values (figure 2a). The pre-inception current 
increases at a higher rate with increasing voltage in 0.1 M TCE 
than in n-tridecane, corresponding to the faster rise from 0 to 100 
% streamer probability in 0.1 M TCE. In addition to the more 
efficient creation of a low density region the filled traps in 0.1 M 
TCE may provide seeding electrons for avalanche initiation. 

Electron scavengers like TCE have only minor effects on 
positive streamers in cyclohexane and other dielectric liquids 
[10,17,34], and the same is true for TCE in n-tridecane in solid 
and liquid phase (figures 3, 4, and 5). However, at voltages 
above 22 kV the current increases faster in 0.1 M TCE than in n-
tridecane in the liquid phase (figure 5a), indicating a transition to 
2nd mode streamers. There is some evidence for a transition 
from 1st to 2nd mode for neat n-tridecane as well [15], thus the 
effect of TCE might be relatively small. The effect could be 
caused by filled traps in the material which could easily give up 
their electrons. This could cause transition to 2nd mode streamers 
by the same mechanism believed to be responsible for the change 
in propagation mode caused by low IP additives. 

The same general trends are seen for both phases with positive 
polarity for all measured quantities. Thus the main processes 

responsible for pre-inception currents, inception and propagation 
are most likely similar for the two phases. Most of the current 
probably flows in the amorphous regions [52] and this might 
quickly melt these regions. n- tridecane is a substance with a high 
boiling point, and the energy required for phase transition from 
solid to liquid phase is small compared to the energy required to 
go from room temperature to vapour phase. This explains why 
the phase transition is found to be of minor importance. The main 
difference when going from liquid to frozen phase is that higher 
voltages are required to reach 100% inception probability for all 
three liquids after they are frozen, and all measured quantities 
have larger standard deviations. This can be explained by the 
fluctuations of dielectric strength at the needle apex (pre- 
inception and inception) and in the material in general 
(propagation) caused by the inhomogeneity of the material in the 
solid phase. 

For negative polarity the phase transition has a larger effect, 
and pre-inception, inception and propagation/growth of streamers 
must thus be discussed based on both additives and phase. The 
findings for negative polarity are also compared to what was 
found with positive polarity. 

The polarity dependence of the pre-inception currents in the 
liquid phase in n-tridecane (higher currents with negative polarity 
at the same voltage level) disappeared when the additives were 
introduced (figures 2a and 2b). Reproducibility can be a problem 
for pre-inception current measurements with negative polarity, as 
the measured current is strongly dependent on the surface of the 
needle electrode [15]. The insensitivity to polarity in the two 
solutions could thus be caused by smoother electrodes being 
used. However, similar procedures were used to produce and 
check all the needle electrodes (see section 3.1), which makes it 
reasonable to assume that the similar behaviour for both 
polarities are caused by the additives. We propose that the 
additives thermalize the electrons emitted from the negative 
needle electrode before they gain enough energy to create more 
free electrons by impact ionization. In the case of TCE this can 
be explained by its electron scavenger properties, while the low 
excitation energy for DMA means that it can take up energy from 
hot electrons through electronic excitation [55]. 

The large scatter in pre-inception current recordings for 
negative polarity and frozen phase indicates that, unlike for 
positive polarity, the interface between the electrode and the 
material is of higher importance than the voltage level as long as 
the voltage is above a certain threshold (figures 2c and 2d). From 
DFT calculations on n-tridecane, it is known that electrons travel 
primarily in the amorphous regions [52]. Thus the morphology at 
the needle apex will be of importance for electron emission. 
From the recordings, it is evident that a threshold voltage of 10 
kV is needed for charge injection to occur (figure 2d), but the 
average current was not found to increase with voltage above this 
threshold. This could be explained by low mobility in the frozen 
phase effectively localizing the injected charge reducing the field 
at the needle to a value below the one needed for electron 
emission. 



 

The faster increase from 10% to 90% streamer probability in 
n-tridecane with negative compared to positive polarity (Table 1) 
can be explained by the availability of seeding electrons from the 
electrode, and the higher recorded pre-inception currents [15]. A 
similar inception mechanism as the one suggested for n-tridecane 
is proposed for the two solutions, but contradictory to what was 
observed in n-tridecane the polarity of the electrode hardly have 
any effect on the inception probability in the two solutions (Table 
1). This can be explained by more seeding electrons in the bulk 
for the two solutions, thus reducing the effect of the needle 
polarity. 

For the frozen phase the inception probability versus voltage is 
harder to interpret. The inception voltage for 0.1 M TCE and neat 
n-tridecane is increased by a few kV (Table 1), whereas the 
results for 0.1 M DMA is reduced by approximately 3 kV. The 
phase transition reduces the difference between the three liquids. 
Generally negative polarity frozen phase seems to be more 
dependent on the morphology at the needle apex than on the 
additives. 

For negative polarity, the addition of DMA has a much 
smaller effect on the propagation of streamers and electrical trees 
than observed for positive polarity as expected [17]. For the 
frozen phase, no significant effect was found, while for the liquid 
phase the injected charge is reduced in 0.1 M DMA compared to 
neat n-tridecane (figures 3b and 3d). 

In the liquid phase much more light is emitted as a result of 
streamer propagation in 0.1 M DMA than in n-tridecane and 0.1 
M TCE (figure 4b). No mode transition was observed as a result 
of DMA (the streamer current did not increase), and the 
streamers were thus 1st mode streamers. For such streamers the 
electron avalanches/discharges are believed to take place in the 
gas vapour inside the streamer "bubble" and the electrons from 
these discharges bombard the liquid at the streamer liquid 
interface causing vaporization of the liquid and further growth of 
the streamer [58]. The discharges seen may be corona discharges 
with an ionization region at the point electrode, and a drift region 
from the ionization region to the streamer-liquid interface where 
the electron energy is too low for impact ionization. Clearly a 
portion of the hot electrons will lose their energy due to inelastic 
collisions with insufficient energy to cause impact ionization. 
Normally this would release the energy in form of heat, thus also 
contributing to the streamer growth, but in some cases the energy 
might be emitted as photons. At high fields with hot electrons in 
the streamer region it is likely that a fraction of the DMA 
molecules will be excited, and the relaxation of these excited 
molecules will occur through heat transfer or emission of 
photons in the visible range. Photons in this range will escape 
from the streamer region in an optically clear liquid like n-
tridecane. Thus the effect of DMA is probably to hinder the 
propagation of the streamer by emission of parts of the energy 
dissipated in the streamer region as photons. This hypothesis 
could be checked by spectroscopy. The low IP of DMA should 
enhance electron multiplication in the streamer, thus increase the 
amount of charge bombarding the streamer-liquid interface, but 
this effect seems to be secondary to the emission of energy for 

1st mode streamers. A more complete discussion of this is given 
elsewhere [55].  

Adding DMA does not affect the frozen phase, both charge 
and light emission is within standard deviations of the values 
recorded for neat n-tridecane (figures 3d and 4d). The absent 
effect of DMA may indicate that fewer DMA molecules are 
excited or that a larger fraction of excited DMA molecules 
release their energy as heat in a discharge in the solid phase 
compared to the liquid phase. If, on the other hand, the 
discharges in the solid and liquid phase are similar then the 
absent effect of DMA in the solid phase indicates that most of the 
energy that is emitted as photons is absorbed in the electrical tree, 
or at the boundary between the electrical tree and the frozen 
solid, thus the energy is contained in the vicinity of the tree and 
will contribute to further growth of the tree. The reason for the 
difference between the liquid and the solid phase may be 
increased scattering in the solid, and a larger DMA concentration 
in the amorphous phase between crystallites where electrical tree 
growth is assumed to take place (thus photons emitted by 
relaxation of DMA molecules can excite DMA molecules in the 
solid, which can in turn release the energy as heat). This would 
increase the absorption of photons in the region close to the 
discharge in the solid compared to the liquid phase. 

No effect of TCE was found for negative polarity in the liquid 
phase. For the solid phase a small increase in injected charge and 
emitted light within standard deviations of measurements in neat 
n-tridecane were observed. However, TCE has been reported to 
have a clear effect on propagation of negative streamers in 
cyclohexane [17], and adding electron scavengers to dielectric 
liquids generally makes negative streamers propagate faster and 
be more filamentary [10]. The reason for this is believed to be 
that the electron scavengers focuses the energy transfer and space 
charge build-up from hot electrons to a smaller region near the 
streamer/liquid interface, while electrons can travel further in 
liquids with no electron scavengers [17]. This indicates that n-
tridecane already focuses the energy and charge of the hot 
electrons to a small volume, and that the addition of TCE does 
not further enhance this. Thus the mean free path and 
thermalization distance of electrons in n-tridecane is probably 
short compared with cyclohexane. This is in line with the high 
inception voltage found for n-tridecane which indicates that a 
low density region is required for sufficiently long mean-free 
paths for electron avalanches [15]. 

6. CONCLUSIONS 
The effect of a low-IP additive (DMA) and an electron-

scavenger additive (TCE) in n-tridecane on pre-breakdown 
phenomena for liquid and solid phases have been studied. The 
main effect of DMA was to change the propagation mode of 
positive streamers and enhance the injected charge and emitted 
light from the phenomena with positive polarity for both phases. 
For negative polarity in the liquid phase, the addition of DMA 
reduced the injected charge and increased the emitted light from 
the streamer. This indicates that some of the energy otherwise 
available for streamer growth is emitted as light with negative 



 

polarity, probably through excitation and de-excitation of DMA 
which has a low excitation energy (2.4 eV). 

TCE had no effect on negative streamer propagation, unlike 
what has been reported for TCE and other electron scavengers in 
cyclohexane. Electron scavengers are believed to facilitate 
negative streamer propagation through localizing energy 
dissipation and charge deposition at the streamer/liquid interface. 
The fact that no such effect was found for n- tridecane indicates 
that the thermalization distance for electrons in n-tridecane is 
short, thus effectively localizing the energy transfer and space 
charge build-up to a limited region at the interface even with no 
electron scavenger additive. This is supported by the similar 
characteristics of positive and negative streamers in neat n-
tridecane, and the very high inception voltage in n-tridecane. 

Pre-breakdown phenomena are similar for the liquid and solid 
phases, the main difference being the large scatter introduced by 
the transition to solid phase. This is explained by the 
inhomogeneity of the solid on the micrometer scale. The 
morphology seems to be more important for negative than for 
positive polarity. Electron emission from the needle electrode is 
probably very dependent on the interface between the needle 
apex and the frozen liquid. The similarity between the phases 
suggests that electrical trees grow in the amorphous regions of 
the solid. 
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Abstract

The aim of this study is to improve the understanding of high-field phenomena (such as pre-

inception currents/conduction, streamer initiation and propagation) in insulating materials in

terms of the molecular properties of the substances involved. In high electric fields, ionization

is a likely process, and in all such processes, the ionization potential is an important parameter.

A fundamental question is how these processes depend on the electric field, and therefore, based

on the interaction between a negative point charge and a molecular cation as modelled by density

functional theory, a field-dependent model for the ionization potential is developed. In addition,

the first excitation energies as a function of the electric field are calculated using time-dependent

density functional theory.

It is demonstrated that empirical high-field conduction models for cyclohexane and n-tridecane

can be explained in terms of the difference between the ionization potential and the first excitation

energy. It is also suggested that the reduction of the ionization potential with electric fields, can

help explain how fast-mode streamers propagate.
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I. INTRODUCTION

Pre-breakdown phenomena in liquids and solids have been studied extensively during the

last decades to gain insight into the processes responsible for breakdown in dielectric media

as a result of high applied voltage. A thorough investigation of pre-breakdown phenomena in

cyclohexane and n-tridecane stressed by a fast transient in a highly divergent field has been

reported.1–8 With increasing applied voltage, the measured current-voltage characteristics

go through three stages8:

• Slow increase in recorded current with applied voltage. This is caused by increased

conductivity in the high-field region (average currents are in the range up to 1 µA).

• Large increase in current at a threshold voltage. The average current increases to

several µA during the formation of a low density region (streamer/electrical tree).

This is observed as steps in the charge recordings and a low density/vaporized region

can be seen in the liquid phase. For a frozen phase an electrical tree starts to grow in

the high-field region, causing lasting damage to the insulation.

• As the voltage is increased further the streamer/electrical tree grows until it traverses

the electrode gap at a sufficiently high voltage. This may result in breakdown, resulting

in a large step in the recorded current.

This is a simplified description of the phenomena. The conduction current recorded below

inception of streamer/electrical trees goes through many stages and the streamer/electrical

trees have been observed to go through several stages/modes as well.4,9 For a more thorough

discussion of the pre-breakdown phenomena in liquids and solids, the reader is referred

to several review papers on the two topics.9–11 In this paper, we focus on the currents

recorded below the threshold for inception of electrical trees/streamers in the material.

These currents are typically referred to as ‘pre-inception currents’, and can be compared to

transient nonlinear finite element method (FEM) simulations based on high-field conduction

models.8,11

A high electric field induces an increased conductivity which may be caused by9,12:

• Increased charge carrier density due to injection of charge from the electrodes in an

experimental setup.
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• Dissociation of molecules into molecular fragments

• Ionization of molecules creating ion-electron pairs.

• Increased charge mobility.

• Increased ion mobility in a liquid due to electrohydrodynamic (EHD) motion.

The field and temperature-dependent conductivity is important, since the high-field con-

ductivity determines the electric-field distribution and the amount of energy dissipated in

the material due to joule heating.11 Four important high-field conductivity models are given

in Table I, where the two first (Schottky and Fowler-Nordheim) describe charge injection

from the electrode, and the last two (Hopping conduction and Poole-Frenkel) describe the

high-field conductivity in the bulk material. These mechanisms are all based on the lowering

of the potential barrier localizing the charge due to an external electric field. If a sufficiently

high electric field is applied, the charge can either climb the reduced barrier by thermal ex-

citation (Schottky and Poole-Frenkel) or tunnel through the barrier (Fowler-Nordheim and

Hopping conduction).12–17

The focus of this paper is mainly on the calculation of the ionization potential, IP, of

molecules subjected to a high background field, which is used to interpret current measure-

ments in cyclohexane and n-tridecane. The hypothesis is that electrons/holes are the main

charge carriers in dielectrics stressed by fast transients (ions are too slow to contribute sig-

nificantly during the first microseconds). The electrons are localized in molecules prior to

the application of the step voltage, and the increase in free electron concentration depends

on how much the escape barrier, i.e. the IP, is lowered.

The IP of a molecule A is defined as the energy to remove an electron and create a cation

A+,

A→ A+ + e− ; IP = UA+ − UA (1)

where UA is the energy of molecule A and UA+ is the energy of its cation. Quantum chemistry

provides molecular properties (polarizability, dipole moment, excitation energies, ionization

potential, etc.) with good accuracy, and through advances in methodology and computer

power, quantum chemistry can be used for increasingly larger systems. Density functional

theory (DFT) has been used to calculate the IP accurately.18–20 Earlier work,21,22 demon-

strated how quantum chemistry can be used to calculate the IP, and how the IP is important
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Table I. Conductivity models with charge injection from electrodes/bulk

Name Equationa Ref.

Schottky injection J(E) =
4πemk2B(1−R)T 2

h3 · e−
Φ

kBT · e
e

2kBT

q

eE
πǫ0ǫr 12,14,15

Fowler-Nordheim J(E) = e3E2

8πhφ · e−
4
3

q

2m
~2

φ3/2

eE 12

Hopping conduction σ(E) = 2νaen
E · e−

W
kBT · sinh( eEa

2kBT )
17

Poole-Frenkel σ(E) =
√

NeffNDeµ · e−
Φ

2kBT · e
e3/2·

√
E√

4πǫ0ǫrkBT 12,14,15

a ǫ0 is the permittivity of vacuum, ǫr is the relative permittivity, µ is the charge carrier mobility, ν is the

escape frequency, φ is the work function, Φ is the barrier height, a is the distance between traps, E is

the electric field, e is the elementary charge, h is Planck’s constant, kB is Boltzmann’s constant, m is the

electron mass, n is the charge carrier density, Neff is the effective density of states in the conduction

band, ND is the number of potential donors, R is the reflection coefficient, T is the temperature, and W

is the trap depth.

for interpreting streamer propagation. However, if the molecule is in an external electric

field, the definition of the IP given in Eq. (1) is problematic since the energy of an ion in an

electric field is dependent on the choice of origin. Intuitively, a high external electric field

should make ionization processes easier, and thus the effect of the external field cannot be

neglected. In this paper, the IP is obtained so that it becomes a useful descriptor when the

field is different from zero, while Eq. (1) is retained in the limit of zero field. DFT is used

to calculate the field dependence of the IP for a few molecules, such as cyclohexane and

n-tridecane.

The paper is divided into six sections (including this introduction). The next section

describes the theoretical foundation for the quantum chemical calculations of the IP and

excitation energies when molecules are placed in a high background field. The theory section

includes a discussion of how microscopic properties can be linked to conduction models. The

third section describes ionization mechanisms. Section four contains the results obtained

from the DFT calculations (IP, excitation energies and ground state energies). Section five

presents a brief discussion which links the results obtained from DFT with experimental

measurements of high-field conduction currents. Finally a conclusion is given.
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In this work, atomic units23 are used in the theory section while eV is used for energies

and MV/cm is used for electric fields in the section with the results. It is also noted that the

terms high and low electric fields always depend on a reference field. Intermolecular fields

can be an order of magnitude greater than any macroscopic field. Thus even extremely high

electric fields (100 MV/cm) may be small compared to intermolecular fields.

II. THEORY

A. Classical system

Figure 1. The Coulomb potential energy in an electric field, E=0.005 au, and ground-state energy

of the hydrogen atom. In this illustration, the classical turning points, R±, the distance to the

maximum potential, Rmax, and the maximum potential, V max
e = ∆V , are indicated.

In high electric fields, free electrons can be created by ionization.

A simple quantum-mechanical (QM) system, the hydrogen atom, is considered in the

following. In a negative homogeneous external electric field, −E, the one-electron potential

energy, Ve (illustrated in Figure 1) is

Ve = − 1

|Re|
−ERe (2)

where Re is the position of the electron relative to the proton (not distance since the potential

is not symmetric about the origin). In this work, we assume that the main effect of the field
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is described by a simplified one-dimensional problem along the electric field. This potential

has a maximum at

Rmax
e = 1/

√
E , (3)

and an electron is bound to the proton only when the total energy of the electron εe is less

than the potential at the maximum, V max
e . When E → 0, Rmax

e → ∞ and V max
e → 0.

Thus without an electric field the electron is free when εe ≥ 0. However, when E 6= 0, the

maximum potential is decreased as

V max
e = −∆V = −2

√
E (4)

and thus if εe is larger than V max
e , the electron is no longer bound by the hydrogen atom.

This is true both when the electron is treated quantum mechanically and classically. Eq. (4)

represents a reduction of the potential barrier which can release an electron from the hydro-

gen atom.

A conduction mechanism based on Eq. (4) is the classical Poole-Frenkel mechanism. The

barrier between donors is lowered by the external electrical field, thus increasing the number

of free charge carriers in the dielectric which increases the conductivity of the material.12

This mechanism applies to materials with wide band gaps that contain charge donors and/or

acceptors. These charge donors and acceptors should require more energy than what is

generally available in order to be ionized. In complex materials (i.e. polymers) regions of

high or low electronegativity can be created at chemical or physical defects in the material

where electrons can be more easily ionized or captured, and these regions will then act as

electron donors or acceptors.12,16

If one assumes that the source of free electrons are molecules with IP = IP0 at zero field

the classical Poole-Frenkel equation is,12

σ(E) =
√
NeffNd · µ · e−

IP0
2kBT · e−

√
E

kBT
√

ǫr (5)

where Neff is the effective density of states in the conduction band, Nd is the number density

of donors (molecules), µ is the mobility of free electrons, and ǫr is the relative permittivity

of the material. Eq. (5) assumes that only free electrons contribute to the conductivity. One

could also envisage that bound electrons in a molecule can tunnel through the barrier to

a neighbouring ionized molecule leaving behind an ionized molecule at the previous loca-

tion. This is termed hole conduction and also contributes to the overall conductivity.13 If
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one assumes that the mobility of the holes is not field dependent, this contribution to the

conductivity can be included in the constant preceding the exponential function in Eq. (5)

since the number of holes will be equal to the number of free electrons.

The Poole-Frenkel mechanism assumes that the source of electrons is the bulk material.

In a similar mechanism, Schottky injection, the source of electrons is a metal electrode.12

To a first approximation, the barrier that electrons need to overcome to enter the dielectric

can be estimated by the electrostatic attraction between the electron and the electrode, and

the contribution from the work function of the metal is thus neglected. The electrostatic

attraction can be calculated using the image charge method, and the resulting potential

barrier as a function of the distance from the electrode as augmented by the external electric

field is given by,12

Ve = − 1

4 · |Re|ǫr
−ERe (6)

Based on a similar analysis as for the Poole-Frenkel model, the current density at the elec-

trode surface as a function of the applied field is12

J = 4πk2B(1−R)T 2 · e−
Φ

kBT · e
√

E
kBT

√
ǫr , (7)

where R is the proportion of electrons which are reflected by the surface of the metal, Φ

is the barrier height in the absence of a field, and T is the temperature. Distinguishing

between currents caused by the Poole-Frenkel mechanism or Schottky injection is generally

difficult, since both are exponential functions which depend on the square root of the field.

Several other conductivity mechanisms giving similar field dependence as the Poole-

Frenkel mechanism have been proposed,24,25 as phonon assisted tunnelling26 and the Onsager

mechanism.27 For the Onsager mechanism, as for the Poole-Frenkel model, the field depen-

dence stems from the lowering of the Coulomb potential between localized electrons/charges

by the external field as in Eq. (4). However the phonon assisted tunnelling model is more

involved, since the traps are modelled as dipoles/induced dipoles, and the energetic and spa-

tial distribution of such traps govern the field-dependent mobility.26 The field dependence of

the IP will be important for the Onsager and Poole-Frenkel models, while phonon assisted

tunnelling is a pure mobility model that does not require ionization of molecules/traps (it

explains the field dependent conductivity by a field dependent mobility, not by creation of

more free charge).
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B. Quantum mechanical system

In a hydrogen atom, the lowering of the barrier by an electric field is given by Eq. (4),

which is here regarded as a model system for a many-electron system. If the system can be

simplified in analogy to the Hartree approximation28 as an effective one-electron potential for

the escaping electron, the electron may escape from the molecule if the energy is above the

maximum of this effective one-electron potential. Here, the exchange between the escaping

electron and the rest of the electrons is neglected, and the escaping electron is regarded as

a negative point charge and not a charge distribution. We assume that

UA++e− = UA+ + Ve (8)

such that the one-electron potential Ve (see Figure 1) at position Re can be calculated from

the interaction energy between a negative point charge, e−, placed at Re and a cation A+.

Since the total system (A+ + e−) is electrically neutral, the energy in an electric field for

the combined system is origin independent. If the electric field is small, Rmax
e is relatively

large such that exchange effects are small. For typical fields (below some tens of MV/cm),

a model in terms of effective local one-electron potentials should be a good approximation

since for example Rmax
e ≈ 7Å for E = 30MV/cm using Eq. (3). The difference between this

QM approach and the classical approach is caused by two effects, a molecular ion is not a

point charge, and secondly a molecular ion may be polarized both by the external electric

field and by the ionized electron.

In this model, the IP is given as

IP = U∗
A++e− − UA (9)

where U∗
A++e− is the total energy of the combined system A+ + e− at Rmax

e . A three-

dimensional potential is more complicated since the electron has many possible escape paths.

The most probable path is in general not a straight line, and U∗
A++e− is a first-order saddle

point defined by the maximum of the energy along the simplest escape path. In the present

work, only the distance between the point charge and the cation was varied, and a three

dimensional search to find U∗
A++e− was not carried out. This is reasonable since the energy

UA++e− depends mostly on the distance between A+ and the point charge along the field

direction. At separation distances close to Rmax
e , the potential is necessarily relatively flat
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since dU/dR ≈ 0, and it is thus not critical to find Rmax
e with high accuracy. The point

charge was placed a certain distance along the direction of the field from a given atom chosen

more or less at random (test calculations showed that which atom the electron was pulled out

of had little influence on the results). For the smallest fields, E = 0.001 au = 5.14 MV/cm

a maximum was generally found between 10 Å and 20 Å from the closest atom, while for

the largest fields, E = 0.02 au = 102.8 MV/cm a similar maximum was found between 1.5

Å and 4 Å from the closest atom. The main objective of this study is to calculate the IP

as a function of electric field using Eq. (9), and then compare it to the classical results in

Eq. (4) to see if the field dependence of the IP can be used to aid in the interpretation of

experimental results.

For the DFT calculations the BLYP29,30 functional with the augmented TZP basis set31,32

was used. All calculations were carried out using the ADF software package,33,34 and the

geometries was obtained from a geomtry optimization of the neutral molecules in gas phase.

The calculations on the cation were carried out using both the restricted and unrestricted

open-shell method. However, only results for the unrestricted open-shell method are pre-

sented since the difference between the results of the two methods is small. On a practical

note, the interaction energy between the point charges and the external electric field is

not included in the energy obtained in ADF and this energy contribution has to be added

manually.

To study the effect of the electric field on the neutral molecule in greater detail, excitation

energies as a function of electric field were calculated using time-dependent density func-

tional theory35,36 (TD-DFT) with the same functional and basis set. For these calculations,

especially for the high electric fields, a further augmentation of the basis set might have

been beneficial, since some excited states may be relatively diffuse, especially in an external

electric field. Furthermore, it is noted that TD-DFT is regarded to give accurate excita-

tion energies as long as the excitation is charachterized as local, however for charge-transfer

states (which are biradical), or Rydberg states (the excited state is very diffuse) large errors

may be obtained for many of the contemporary functionals.37,38 However, only the lowest

singlet-singlet excitation energy whose accuracy is relatively unproblematic is included here.
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C. Effect of a dielectric medium

All calculations in this work were done in the gas phase, however the corresponding

experiments have been carried out in the liquid phase,8 and thus a central question is how

gas-phase calculations can be compared to relevant experiments. Representing the medium

by a dielectric continuum, the Clausius-Mossotti equation gives the relation between the

local field EL felt by an atom/molecule in a spherical cavity and the average macroscopic

field EM as39

EL =
ǫr + 2

3
EM . (10)

The relative permittivity, ǫr of cyclohexane, n-tridecane and other non-polar liquids are

typically around 2, and thus EL ≈ 1.3EM . The local field felt by a single molecule is therefore

similar to the macroscopic field in an experimental setup. However, using Rmax
e = 1/

√
E

one obtains Rmax
e ≈ 7 Å at E = 0.005 au ≈ 25MV/cm. Thus, with this model, the escaping

electron may be far into the medium before it is released from the attractive potential from

the positive ion. Therefore it is not only the local field inside the cavity that is important,

but also the field outside. Outside the cavity the medium will screen the cation and thus

the escaping electron will feel a smaller field from the cation. Classically in a medium, the

reduction of the potential barrier is given by12

∆V = −2

√
E

ǫr
(11)

which reduces the IP by a factor of
√
ǫr in the medium compared to in vacuum (Eq. (4)).

Furthermore, by using the polarizable continuum model (PCM) without an electric field, it

is found that liquid cyclohexane (ǫr ≈ 2), reduces the IP by about 1 eV for a large number

of molecules.22

So, on one hand, without the presence of an electric field, a liquid/solid medium decreases

the IP, but on the other hand the electric field reduces the IP less in a medium. The total

effect of the medium is not clear and therefore the results of the calculations should only be

compared qualitatively with experimental result.
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III. IONIZATION MECHANISMS

For a hydrogen atom in the gas phase, the classical result in Eq. (4) gives

IP = IP0 − 2
e2

4πǫ0α0

√
4πǫ0α

2
0E

e
(12)

where α0 is the Bohr radius which is 1 in atomic units. In Eq. (12) the square root is

dimensionless and independent of the set of units used. The prefactor is a pure energy term,

and it is easy to transform between the different units used. Experimental evidence for a

field dependence like the one in Eq. (12) have been reported.40,41

The IP is important for all ionization mechanisms, which can be grouped into three main

categories, impact ionization, photoionization and field ionization. All are used to explain

the various conductivity and streamer propagation mechanisms. Streamers are assumed to

have 4 modes of propagation,42 and different mechanism dominate for the various modes.

For example photoionization is believed mainly to be connected to the 4th mode streamers

(fast event) but could be of importance also for 2nd and 3rd mode streamers.43

A. Impact ionization

Impact ionization is given by the following reaction

e− + A→ A+ + 2e− . (13)

For this process to occur, the energy of the incoming electron must be higher than the IP

of the molecule. If the IP is high compared to the typical electron energy, the energy of the

electrons will be the limiting factor. Thus the probability for such a process to occur can be

modelled as being proportional to the number of electrons with energy above the IP,21

∫ ∞

IP

fe(ε)dε (14)

where fe is the energy distribution of the electrons. The field dependence of the IP can

be estimated by Eq. (4), but to find the field dependence of impact ionization, the field

dependence of fe is also needed, which in general is unknown.

An important type of discharge in gases based on impact ionization is the Townsend

discharge,44,45 which is often used to explain discharges in voids in solid insulation.12 If
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a free electron on average creates more than one new free electron before it releases its

energy and is localized, an electron avalanche may be created. Such a mechanism depends

on a relatively long mean-free path so that free electrons (accelerated by the electric field)

gain sufficient kinetic energy before they collide with a molecule that is ionized by impact

ionization. For the discharge to be self-sustained, each electron avalanche must create at

least one new avalanche through some form of feedback mechanism. Electron avalanches in

condensed phase is controversial due to the higher medium density, and thus lower mean-

free path for electrons.1 Even so, experimental results with negative polarity in cyclohexane

under impulse and DC voltage suggests that the onset of streamers in the liquid is caused

by an electron avalanche in the liquid phase.3,46

B. Photoionization

In photoionization, a single photon is absorbed by a molecule and an electron is released,

hν + A→ A+ + e−. (15)

This process requires a photon with energy hν, equal to or higher than the IP of the molecule.

If hν is higher than the IP of the molecule, the energy conservation may be obtained by

either giving the ionized electron more kinetic energy, by allowing the molecule to emit a

photon with lower energy, hν ′ or by leaving the cation in an excited state.

Streamers are observed to emit a large amount of visible light,43 and therefore it is rea-

sonable to assume that the typical photon energies emitted are in the visible light spectrum,

which is between 1.8 and 3.1 eV. On the other hand, the IP of typical molecules used as

electric insulation materials is of the order 10 eV.22 However, if the molecule interacts with

a high electric field in addition to a single high-energetic photon, the IP is predicted to fall

according to Eq. (12). Thus, for sufficently strong electric fields, photoionization is plausi-

ble, and it has been speculated that photoionization might be responsible for the fast-mode

streamer propagation.43

For atomic systems, with nonrelativistic energies and without an electric field, the pho-

toionization differential cross-section σ, per unit solid angle, Ω is47

dσ

dΩ
∝ sin θ2e (16)
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where θe is the angle between the direction of the photon and the emitted electron. The

electron is most probably emitted at an angle around θe ≈ 90◦, which is reasonable since the

electric field of an electromagnetic wave is perpendicular to the propagation direction. To

find the total ionization cross-section, Eq. (16) is integrated over all angles. However, if a

permanent external electric field is applied to the system in addition to an electromagnetic

wave, there is only a limited angle which is classically available for ionization (i.e. angles

where the kinetic energy of the escaping electron is above the maximum potential in that

direction), and it can be assumed that only these angles contribute to ionization. Integrating

Eq. (16) over the classically available angles could thus serve as a simplified model for atomic

photoionization in the presence of an electric field. The size of the classically available area

depends on the energy of the photon, while in what region it lies depends on the direction of

the photon compared to the direction of the static electric field. If the photon and the static

electric field is parallel, the classically available angles are around θe = 0◦, while if the photon

and the static electric field is perpendicular, the classical available angle is around θe = 90◦.

Thus, one could expect that photoionization is more effective if the external electric field is

perpendicular to the photon. This is also reasonable from a classical point of view since in

this case the static and the time dependent electric fields are parallel. Streamers are observed

as tree structures with various degree of branching, depending on the liquid in which they

propagate as well as electrochemical additives in the base liquid.9,48,49 The angle dependence

of photoionization may be important to understand the highly branched structures often

observed at high voltages where several of the branches propagate in directions deviating

from the direction of the external field. Such branching has been shown to be enhanced by

low IP additives in cyclohexane.49

C. Field ionization

The third fundamental mechanism, field ionization, is dependent on tunnelling.13 It is

therefore of interest to study tunnelling with a Coulomb potential in an external electric

field. In contrast to impact ionization, which requires the knowledge of the electron energy

distribution, fe(ε), tunnelling is only dependent on the local electric field and therefore easier

to model.

In an electric field, the tunnelling probability, τ , from an electrode has been found to
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follow12,50

ln τ ∝ 1

E
(17)

both theoretically and experimentally. Eq. (17) assumes that the work function, or potential

barrier height is independent of the electric field, but the width of the barrier is reduced when

the field increases. This has been found to be a good approximation for removing electrons

from metals, field emission, at high fields (20 MV/cm).46 Therefore, if the charge carriers are

dominated by electrons donated from a negative electrode, a tunnelling mechanism given by

Eq. (17) may describe the conductivity as found for very sharp tips.46 This mechanism is

termed Fowler-Nordheim injection, and is observed for negative electrodes where electrons

can tunnel through the barrier and into the dielectric. For positive electrodes a similar

phenomena can occur where electrons can tunnel from the liquid to the metal.13

However if the barrier height depends on the field, a different field dependence is obtained.

Let the potential be given by Eq. (2), εi be the energy of the electron in state i, and ψi be

the corresponding wavefunction. The tunnelling probability τ is proportional to28

τ ∝ ψi(R−)

ψi(R+)
(18)

where R± are the points where the energy of the electron εi is equal to the potential V (R)

(Figure 1). For the hydrogen atom ε0 = −1/2 hartree, and the classical turning points is

given when V (R±) = εi. When the field is assumed to be small (E ≪ εi), the classical

turning points are given by

R+ = −1/εi (19)

and

R− = −εi/E − 1/εi (20)

The tunnelling probability as a function of the electric field may be analyzed using the

Wentzel-Kramers-Brillouin (WKB) approximation, and the WKB wavefunction is given by28

ψi(R) =
B±

(εi − Ve(R))1/4
e±

R

√
2(Ve(R)−εi)dR (21)

where B± are constants. Since the wavefunction before tunnelling is assumed to be close to

the stationary solution, B+ is zero and only B− is considered. The solution with B+ could

be interpreted as important for tunnelling probability into the atom, i.e. the recombination

of electrons and positive charged ions. Here we focus on tunnelling out of the Coulomb
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barrier, representing a field ionization of a neutral molecule in gas phase, where the electron

tunnels out into vacuum.

Exactly at the classical turning points, R = R±, the WKB wavefunction has a problem

as the prefactor has a singularity at R = R±. However, the divergence disappears for

ψi(R−)/ψi(R+)
ψi(R−)

ψi(R+)
= exp

(
−
∫ R−

R+

√
2(Ve(R)− εi)dR

)
(22)

As an approximation, the integral is proportional to the length given by R− − R+ = εi/E,

and multiplied by the height given by the maximum of
√
Ve(R)− εi. If this maximum is

field independent, the field dependence of the tunnelling probability is given by Eq. (17).

However, for the Coulomb potential, V max
e (r)− εi = −εi − 2

√
E, and assuming

√
E ≪ εi∫ R−

R+

√
2(Ve(R)− εi)dR ∝ −εi

E

√
−εi − 2

√
E =

(−εi)3/2
E

(1−
√
E

−εi
+ · · · ) (23)

=
(−εi)3/2

E
−
√

−εi
E

+ · · · (24)

and thus the tunnelling probability, τi, given that the electron starts in the electronic state

i is

ln τi = −C
(
(−εi)3/2

E
−
√

−εi
E

)
(25)

where C is a constant. In very small electric fields the potential is triangular, and thus the

first term should be equal to the term obtained from a triangular potential12,50

ln τi = −4
√
2

3

(−εi)3/2
E

. (26)

Comparing Eqs (25) and (26) it is seen that C = 4
√
2/3. Another way of obtaining the same

result is to assume that the shape of the potential is almost triangular for larger electric

field, but the height is given by εi−2
√
E. The field dependence of the tunnelling probability

has also been found elsewhere.50

Here it is important to note that −ε0 can be interpreted as the IP at zero electric field

(Koopmann’s theorem) while ε0 − ε1 is the first excitation energy. Typically |ε1| is much

smaller than |ε0| such that τ1 is much larger than τ0.

1. Two-stage process

In ionization processes by strong low-frequency fields, a tunnelling mechanism may be

dominating. However for the hydrogen atom, a pure tunnelling mechanism does not fit
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with numerical solutions of the time-dependent Schrödinger equation, and it is indicated

that an indirect tunnelling mechanism is important.51,52 This is in line with the fact that

in conductivity models, two-stage processes are often adopted.12 Thus, first the molecule is

excited, then an electron is released by tunnelling. The total tunnelling probability τ can

be modelled as

τ =
∑

i

fiτi (27)

where fi is the probability that the molecule is in excited state i, and τi is the probability

to tunnel out of state i. The probabilities fi can be modelled by a Boltzmann distribution

fi =
e

−εi
kbT

∑
e

−εi
kbT

(28)

However, these probabilities assume equilibrium, which, depending on the situation, may

be questionable. Generally, electrons react faster to changes in for example electric field

compared to the heavier protons. Therefore, in the presence of a time-dependent electric

field (for example as a step-function), it may not be unreasonable to assume that the number

of excited states fi is far greater than the equilibrium value.

2. Hopping

A series of common conduction models for polymers and dielectrics are termed hopping

conduction.12,17,53 The term hopping refers to a sudden displacement of a charge carrier

from one localized site in the dielectric to another nearby site. This can occur either by

thermal excitation of the carrier over the barrier or by tunnelling through the barrier between

localized sites. In general, a combination is considered the most likely mechanism.12 First

the carrier is excited and then tunnels to a neighbouring site with the same energy level.

Thus hopping is in some way a misleading name for this mechanism actually describing

thermally assisted tunnelling between two sites, and not hopping over the energy barrier.

Hopping is thus best used for the special case where the tunnelling between states can be

neglected, and the charge carrier must actually jump over the potential barrier between the

two sites/traps.

There are several different flavours of thermally assisted hopping conduction that includes

tunnelling through the barrier, two of the most important being variable-range hopping54
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and the random free-energy barrier model.55 Hopping is typically viewed as an increase in

charge mobility with field, not the charge density as the charge is localized between each

jump across the barriers. Thus the average speed/mobility of the carriers is increased with

increased field but the average free charge density is not changed. The field dependence

of the resulting mobility depends on the distribution of the traps in space and in energy,

typically the mobility will increase exponentially with the square root of the field.24,25

The hopping model given in Table I is based on hopping from one site to another site

over a potential barrier lowered by the electric field. The model is only valid for a single trap

depth and uniform distribution of the traps, and it assumes that tunnelling between traps

can be neglected. This simple model results in a conductivity that increases exponentially

with the field.24

However these exponentially increasing mobilities are based on lowering of the barriers

between two sites and that it is the crossing of these barriers that limits the mobility.

If for example a cyclohexane cation is surrounded by neutral cyclohexane molecules, all

neighbouring molecules are potential electron donors. Depending on the distance between

the sites and the energy of the electron involved, there might be only a very small barrier or

even not a barrier at all. In Figure 2, the potential barrier between two hydrogen atoms is

compared to the ground state energy of the hydrogen atom for different separation distances.

As seen from the figure, if the distance between two sites is too small, there is no barrier

to cross and the mobility must be limited by other factors. Thus in these cases, the hole

mobility does not necessarily increase exponentially with the electric field.

IV. RESULTS

Excitation energies and IPs were calculated for the following molecules: n-tridecane,

cyclohexane, 2-propanol, p-diaminobenzene, benzene, N,N-dimethylaniline and tetracya-

noethene. Benzene was added as a reference molecule, and n-tridecane was included because

experiments on conduction currents in neat n-tridecane have been compared to conductiv-

ity models.8 The rest of the molecules, were chosen based on a previous experimental study

on pre-breakdown phenomena in cyclohexane with additives.5,6,21 Cyclohexane is used as

a model liquid for mineral oil, and additives with known electron scavenger properties or

low IP were chosen as additives. It was found that the IP of the additives is an impor-
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(a) Separation distance: 4.0 Å
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(b) Separation distance: 4.5 Å
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(c) Separation distance: 5.0 Å
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(d) Separation distance: 5.5 Å

Figure 2. Potential (—) between two protons at different separation distance compared to the

ground state of the hydrogen atom (· · · ) for different separation distances.

tant descriptor for the effect on pre-breakdown phenomena21. Based on the Poole-Frenkel

mechanism and DFT calculations, it is possible, as is shown in this paper, to compare the

experimental results directly to the results obtained from DFT calculations.

The results from the DFT calculations are summarized in Figures 3 and 4. The calcu-

lations show that the direction of the electric field is only of minor importance for these

properties for most of the molecules (not shown in the figures). The direction of the electric

field is therefore only specified in the cases where it was found to be of importance. The

ground state energy of the molecules was not significantly altered by the electric field on this

energy scale. This is illustrated in Figures 3(c) , 4(c) and 4(d) which shows that the ground

state energy is only a relatively weak function of the electric field even for polar molecules

like 2-propanol and N,N-dimethylaniline.

The first excitation energy changes very little with the electric field for weak fields
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(a) Tetracyanoethene
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(b) p-diaminobenzene
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(c) 2-propanol
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(d) Cyclohexane
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(e) n-Tridecane, Electric field perpendicular to chain
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(f) n-Tridecane, Electric field parallell to the chain

Figure 3. Ground state energies (⊳), lowest singlet-singlet excitation energies (•), IP (—) and

model IP given by Eq. (29) (×), for different molecules.

(<20 MV/cm) for all molecules included in the study except for n-tridecane. The IP on the

other hand decreases rapidly even for a relatively small increase in the electric field for all

molecules, and above a certain field it approaches the first excitation energy. When the field

is increased further the IP and the first excitation energy falls at the same rate. The excita-
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(a) Benzene, Electric field in-plane
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(b) Benzene, Electric field out-of-plane
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(c) N,N-dimethylaniline, Electric field in-plane
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(d) N,N-dimethylaniline, Electric field out of plane

Figure 4. Ground state energies (⊳), lowest singlet-singlet excitation energies (•), IP (—) and model

IP given by Eq. (29) (×) , for different molecules. In figure (b) the lowest excitation energies for

two different symmetry groups (+ and •) are presented.

tion energies for N,N-dimethylaniline and tetracyanoethene are low, but stays constant up

to higher electric fields than for the other molecules. Thus larger electric fields are needed

to decrease the IP to the first excitation energy (see Figures 3(a) and 4(c)).

It seems to be a general trend that above a certain field strength the first excitation

energy as calculated by TD-DFT approaches the IP. Thus above this field the molecule can

either be in its ground state or in a state with energy at or above the IP. The basis set

used can in principle only describe bound states (states where the wavefunction far from the

molecule decreases exponentially with distances). A description of free electrons, which are

dependent on cos(kx) and sin(kx) functions, are not included in the basis set. Therefore, in

theory the basis set limits TD-DFT to bound states only. In practice, however, the basis set

may be able to approximate the behavior of a non-bound state locally around the molecule,
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but what happens at large separations is unclear. Furthermore, an ionization can be viewed

as an excitation to a delocalized state, and therefore the lowest excitation energy should

be at the IP or lower. It has been exploited to calculate the IP by adding a very diffuse

basis function in coupled-cluster response theory,56 which is a reasonable approach without

an external electric field. For a more detailed discussion on the behavior of TD-DFT at the

ionization limit, see Ref 57.

For the planar molecules in this study, the excitation energies are nearly independent

of the electric field when the field points out of the plane, as examplified in Figures 4(b)

and 4(d) and above a certain electric field, the IP becomes lower than the first excitation

energy. In Figure 5, the basis set dependence of the lowest excitation energies of benzene is

shown. For the QZ3P-2D basis set, the excitation energies are always smaller than the IP,

regardless of field direction. Thus, the reason for the constant excitation energies for planar

molecules is a too small basis set to describe the out-of-plane orbitals.

However since the electric field gives an energy term linear in Re, there exist a continuum

of delocalized states with energy below the IP (see Figure 1) in addition to the continuum

above the IP. Therefore, it is difficult to interpret the excitation energies for high fields when

using the large basis sets (see Figure 5). Although in theory the same problem exist for low

fields, it is of less importance, since the distance to R+ (see Figure 1) is much higher and

the negative continuum at large R may be ignored. All basis sets give approximately the

same results for low fields (see Figure 5), and qualitatively the same basis set dependence is

seen for cyclohexane and n-tridecane. Therefore, we restrict our discussion on the excitation

energies to fields below 15 MV/cm. The IP on the other hand is trivial to interpret, and

applying larger basis sets had small effects on the results.

To validate the classical treatment of the IP in Eq. (12), the calculated IP is compared

to,

IP = IP0 − βPF

√
γE (29)

where βPF is treated as a parameter and γ = 4πǫ0α
2
o/e. Linear regression was used to fit the

calculated IP to an IP of the form given in Eq. (29) for fields below 30 MV/cm. Above this

field strength, larger deviations from the classical results are expected and when comparing

to pre-inception currents,8 it is the behaviour below 30 MV/cm which is interesting. For all

molecules, an IP of the form in Eq. (29) gives a good fit with an RMSD below 0.1 eV, and

the value of βPF is close to the classical result, see Table II. Neither the type of molecule nor
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(a) Benzene, Electric field in-plane
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(b) Benzene, Electric field out-of-plane

Figure 5. Basis set dependence of the excitation energy: IP using aug-TZP basis set(−), the lowest

excitation energy using aug-TZP (⊳), QZ3P-1D (×) and QZ3P-2D (+) basis set.32

the direction of the field is important. This supports an assumption that the difference in IP

between two different molecules does not depend on the electric field.21 Above 30 MV/cm,

the fitted curve typically deviates only slightly from the calculated IP. Since these results

are not included in the linear regression, it indicates that the classical result gives the main

contribution even for relatively high fields. Thus, even for large fields the monopole is

the dominating interaction term. For both n-tridecane and cyclohexane, ǫr ≈ 2, and so

to compare these results with experiments, the fitted βPF is divided by
√
ǫr in Table II,

following Eq. (11).

For n-tridecane, unlike the other molecules studied here, the direction of the electric field

is important. Two cases are presented here, one where the field is perpendicular to the chain

and one where the field is parallel to the chain. If the electric field is perpendicular to the

chain, n-tridecane behaves like the other molecules, see Figure 3 (e). The results obtained for

an electric field parallel to the chain is more interesting, see Figure 3 (f). Here the excitation

energy seems to approach zero at much lower fields than the other molecules. But also in

this case, the IP approaches the first excitation energy for fields above 20 MV/cm.

n-tridecane also differs from the other molecules in terms of the βPF coefficients in Ta-

ble II. An electric field perpendicular to the n-tridecane molecule decreases the IP less than

the other molecules, but an electric field parallel to n-tridecane decreases the IP more. In the

latter case, it is also noted that an IP of the form Eq. (29) gives larger deviations, and thus

the classical results is not a perfect approximation in this case. The main reason for these
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Table II. Field dependence of IP

Molecule βPF (eV)
a RMSDb(eV) βǫr=2 (eV)c

Classically 54.4 - 38.5

Cyclohexaned 53.8 0.05 38.0

n-Tridecanee 68.9 0.31 48.7

n-Tridecanef 49.8 0.09 35.2

Tetracyanoethened 53.6 0.03 37.9

2-propanold 54.4 0.01 38,4

N,N-dimethylanilined 56.1 0.03 37.7

p-diaminobenzened 54.5 0.06 38.5

Benzened 54.0 0.07 38.1

a Eq. (29)
b Root mean square deviation (RMSD) between calculated IP and a model IP given in Eq. (29), for fields

below 30 MV/cm
c βǫr=2 = βPF /

√
2

d Averaged over the three different directions of the electric field
e Electric field parallell to the chain
f Electric field perpendicular to the chain

deviations is the results obtained for the two largest fields, where the IP approaches the

excitation energies (Figure 3(f)). If omitting the two highest fields in the linear regression,

βPF =59.6 eV and an RMSD below 0.1 eV is obtained, which indicates that the classical

results fits better for lower fields.

V. DISCUSSION

Based on symmetry arguments, a natural initial guess for the charge distribution in for

example the cyclohexane cation, is to place the positive charge evenly among all carbon

atoms. However, as Figure 6 shows, the reduction of the IP with the electric field would be

too large for such a charge distribution compared to the IP obtained from a point charge

and DFT. The IP would fall to zero at about 30 MV/cm, so that cyclohexane would ionize

completely at such fields. Furthermore, Figure 7(a) shows that such a model fails to repro-

23



duce the interaction energy between a point charge and a cyclohexane cation. On the other

hand, a model where only the closest carbon atom is charged, reproduces the interaction

energy almost perfectly. A similar plot for n-tridecane (Figure 7(b)) shows slightly larger

deviations for the one-charge model. However, even for n-tridecane, a one-charge model fits

rather well. The IP in general fits a one-charge model, even for very high electric fields (see

Figures 3 and 4 and Table II).

In quantum chemistry many models exist to obtain atomic charges, and many of them rely

on a Mulliken-type of division of the charge distribution.58 The calculated atomic charges in

an electric field could not be used to verify Figures 6 and 7. For example, for cyclohexane

these models give an unphysically large charge transfer between the carbon and hydrogen

atoms. It has been noted repeatedly that Mulliken charges are highly dependent on the

basis set used, see for example Ref 59.
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Figure 6. The reduction of IP in cyclohexane as a function of the electric field, both with respect

to DFT data (×) and with respect to a model where each carbon gets 1/6 charge (—)

Measurements of high-field conduction currents in cyclohexane have been compared to

FEM simulations.8 The following conductivity model, based on Poole-Frenkel conductivity,

was found to fit the experimental data (see Eq. (5)),

σ(E) = σ0 · e
W

kBT · e
βPF

√
γE

2kBT (30)

where σ0 = 1.3 · 10−4 S/m, W = 0.47 eV is the thermal activation energy,60 βPF = 40.7 eV,

and γ = 1.9 · 10−12 m/V. The parameter βPF and the constant γ are introduced in Eq. (29).

The proposed high-field conductivity for cyclohexane based on experiments8 supports an IP

of the form given in Eq. (29). There is a good agreement between βPF found experimentally
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(b) n-Tridecane

Figure 7. The potential energy between a point charge and a cyclohexane/n-tridecane cation in

an electric field of 0.001 au=5.14 MV/cm, as a function of the distance between the point charge

and the closest carbon atom, with respect to DFT data (×), a one-charge potential (—) and for

cylcohexane a model potential where each carbon atom get 1/6 charge (- -). In (b) the field is

parallel to the chain.

of βPF = 40.7 eV and in calculations when the medium is taken into account by dividing

the calculated value by
√
ǫr. This suggest that the effect of a medium can be adequately

modelled as a dielectric continuum, at least for relative small electric fields (< 10 MV/cm).

Thus, the reduction of the IP with increasing fields in liquid cyclohexane with ǫr ≈ 2, will

be lower than in the gas phase.

FEM simulation using the following equations for conductivity,

σ(E) = σ0 · e
βPF

√
γE

2kBT (31)

and

σ(E) = σ0 · e
β1/3

3√γE

2kBT (32)

where σ0 = 1.0 · 10−12 S/m, βPF = 54.3 eV, β1/3 = 12.4 eV, γ = 1.9 · 10−12 m/V, have been

shown to give pre-inception currents that fits experimental results in neat n-tridecane with

needle plane geometry (positive needle).8 Eq. (31) is similar to a Poole-Frenkel conductivity,

but βPF is somewhat high. It is interesting to note that the value for βPF obtained from

DFT calculations is also high compared to the classical result (see Table II). Thus the DFT

calculations points in the same direction as the experimental results.

To our knowledge, Eq. (32) is not based on any known conductivity theory, but similar
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field dependence for conductivity have previously been reported for polyethylene.61 Direct

comparison of experimental charge recordings and the results from FEM simulations have

shown that Eq. (32) fits the measured results better than Eq. (31).8 The direction of the

electric field is important in n-tridecane since the IP is reduced more when the electric field

is parallel to the chain than when the field is perpendicular to the chain. It is therefore

assumed that the parallel component is more important when interpreting experimental

data. The DFT results show that the main difference between n-tridecane and cyclohexane

is in the way the excitation energy depends on the electric field for fields below 20 MV/cm.

In cyclohexane, the excitation energy is almost constant up to such field strengths (see

Figure 3(d)), while it is reduced even at lower fields in n-tridecane (see Figure 3(f)). This

is probably, as discussed below, why a conductivity given by Eq. (32) fits better than a

conductivity given by Eq. (31) for n-tridecane.

In order to explain the difference between the experimental conductivity for n-tridecane

and cyclohexane the difference, ∆, between the first excitation energy, ε1, and the IP is

examined,

∆(E) = IP (E)− ε1(E) (33)

Linear regression was used to compare two ansatzes for ∆,

∆(E) = ∆(0)− βPF

√
γE (34)

and

∆(E) = ∆(0)− β1/3
3
√
γE (35)

where ∆(0) is the energy difference between the first excitation energy and the IP at zero

field, γ is given by Eq. (29), and βPF and β1/3 are pure energy terms. Fitting the two

equations above to the DFT calculations is a way to find the energy terms that can be

compared directly to the experimentally obtained conductivity models, β1/3 in Eq. (32) and

βPF in Eqs. (31) and (30). For cyclohexane, ε1 does not depend on the electric field for

fields below 30 MV/cm. Thus results obtained from linear regression compared to the IP,

and compared to ∆ would give the same field dependence, and thus the same value for βPF

(Table II).

The result for n-tridecane, see Figure 8, is interesting as it gives a different dependence

on electrical field than what was found for cyclohexane. For n-tridecane, a ∆ as in Eq. (35)
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Figure 8. Difference between the IP and the excitation energy for n-tridecane, with the electric field

parallel to the chain, obtained by DFT (×), model in Eq. (34) (—), and model in Eq. (35) (· · · ).

With linear regression, the following coefficients are obtained; βPF = 39.5 eV and β1/3 = 14.3 eV.

fits almost perfectly with the DFT data, while a ∆ as in Eq. (34) (which gives a good fit

for cyclohexane) yields a poor fit. The coefficients obtained from linear regression, β1/3 (see

Figure 8) is close to the experimental value,8 βEXP
1/3 = 12.4 eV, without a modification given

by the relative permittivity of the medium. Since the excitation energy is field-dependent

even for small fields, it is reasonable to assume that it is also dependent on ǫr, and that

an increased ǫr will decrease the excitation energy. Therefore the difference between the IP

and the excitation energy may be less dependent on the medium compared to the individual

properties. For cyclohexane, the excitation energy is not dependent on the electric field

for small fields (<30 MV/cm), and thus in this case one can assume that the excitation

energy is also less dependent on the dielectric constant. If this is the case only the IP will

be dependent on the medium.

A conductivity given by

σ = σ0e
∆

2KbT (36)

similar to the Poole-Frenkel model,12 explains both a conductivity given by Eq. (31) and (32).

This model assumes equilibrium between the first excitation energy and the IP. However, to

obtain a conductivity model given by Eq. (36) there cannot be an equilibrium between the

ground state and the first excitation energy. If that had been the case, the conductivity would

only be dependent on the IP, not ∆. However in the Born-Oppenheimer approximation

electron responses are immediate, and thus when electric field is suddenly applied, it is
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Table III. The lowest singlet (S1 and S2) and triplet (T1 and T2) excitation energies for n-tridecane

and N,N-dimethylaniline (in eV)

Excitation n-tridecane N,N-dimethylaniline

S1 6.29 2.42

S2 6.36 3.38

T1 6.28 1.34

T2 6.35 2.61

not unreasonable to assume that the number of exited electrons are far greater than the

equilibrium value.

One possible reason for the non-equilibrium between the ground state and the first elec-

tronic excitation energy might be impact excitation, where a free electron collides with a

molecule and excites it. Experimental evidence indicating that impact excitation is im-

portant have been found for negative streamers in n-tridecane with N,N-dimethylaniline

(DMA),62 where 0.1 M DMA in n-tridecane reduces the injected charge and increases the

emission of light for negative first mode streamers. For such streamers, the streamer growth

is believed to occur through evaporation of the streamer-liquid interface by inelastic collisions

of free electrons created in an ionization region at the needle electrode (glow discharges).63

These electrons will be slowed down by inelastic collisions with molecules in the streamer

and at the streamer-liquid interface. Energy transferred from the electrons by these colli-

sions can either be released as heat or by photon emission. Emission of energy in the form

of photons that are transmitted through the liquid or absorbed at safe distances, do not

contribute to the phase transition and will thus reduce the streamer growth.

It is important to note that a collision with a free electron may excite the molecule

to states which are unlikely through excitation by light. Thus, both the singlet-singlet

excitation energies and the singlet-triplet excitation energies may be of importance. In both

cases, the free electron will lose a large portion of its energy, but if a molecule is excited to

a singlet state, it may relax by emitting a single photon in addition to heat. A molecule

excited to a triplet state on the other hand, relaxes in a more complicated way, and the

probability for emitting photons is smaller. Thus a larger portion of the energy is released

locally as heat.
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The lowest singlet state for DMA is as low as 2.42 eV (Table III), and a relaxation from

this state would emit photons in the visible range where an optical liquid like n-tridecane

would not absorb it. Clearly higher energy excitations will also contribute, but energies

of that order is probably only available for electrons which lie in the high energy tail of a

Maxwell distribution in the region with highest field close to the needle electrode (ionization

region). Thermal excitation are unlikely as it requires very high temperatures (at 5000 K

5% of the DMA molecules would be excited to the lowest triplet state, and 0.4% would be in

the lowest singlet state using a Boltzmann distribution), thus impact excitation is probably

dominant.

Photoionization has been proposed as a possible feedback mechanism during streamer

propagation occurring at voltages above the breakdown voltages in liquids.43 These are

the 4th mode streamers propagating with speeds from some tens to above one hundred

kilometres per second and are clearly highly field-dependent events. The order of magnitude

of the threshold fields may be estimated from threshold voltages reported in the literature.49

In neat cyclohexane, the 4th mode streamer appears suddenly above 120 kV in a 5 cm point-

to-plane gap.49 By assuming an ideal step voltage and a hyperbolically shaped streamer tip

radius of 6 µm,49 the corresponding Laplacian field magnitude at the propagating streamer

tip is about 40 MV/cm. This field magnitude, indicative as it is, lies well within the field

range where our calculations show a drastic reduction of the IP, and very close to the

typical magnitudes where there are no excitation energies between the IP and the ground

state. Thus, through the reduction of the IP, the electric fields in a micrometer region in

front of the streamer could significantly aid a photoionization mechanism. Consequently,

the study of the field-dependent IP of molecules typically present in insulating liquids can

be important to understand the occurrence of fast-mode streamers.

VI. CONCLUSION

Ionization processes, by impact, photon or tunnelling are not trivial, and it is not neces-

sarily easy to predict probabilities for ionization even though the IP is known. However, for

all three types of processes, the IP is the single most important parameter.

The model with the calculation of the interaction energy between a cation and a nega-

tive point charge gives a reduction of the IP as a function of the electric field which agrees
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qualitatively with experimental results, both with respect to conductivity models for pre-

inception currents and for fast-mode streamers. Furthermore, the difference in pre-inception

currents for cyclohexane and n-tridecane suggest that the field dependence of the first exci-

tation energy is important. Specifically, a conduction which is dependent on the difference

between the first excitation energy and the IP, explains both a conduction proportional to

e−βPF

√
E/kT and a conduction proportional to e−β1/3

3√E/kT , where the first is obtained if the

excitation energy is independent of E and the latter is obtained if the excitation energy

depends on the electric field.

Furthermore, free electrons will lose energy by exciting molecules electronically, and when

an exited molecule relaxes, it may emit light. Thus additives with low excitation energies as

N,N-dimethylaniline, can retard 1st mode negative streamer growth by emission of energy

in the form of light.

It is a general trend that the difference between the IP calculated by Eq. (9), and the first

excitation energy, calculated by TD-DFT, become small above a specific electric field. Thus,

above this electric field, the molecules may either be in its ground state or have energy at

or above the IP. Furthermore for such high electric fields (∼ 40 MV/cm), a reduction of the

IP can significantly aid photoionization, which is believed to be the dominant mechanism

for fast streamers.

Thus it is concluded that the IP must be viewed as a field-dependent property, and that

the field dependence of the IP is important for all ionization processes in high electric fields

and for high-field conduction models.
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Abstract

High field degradation of solids and liquids as a result of conducting
defects takes place within a space charge limited field region generated by
the stress enhancement. Formation of an electrical tree under such con-
ditions requires that the space charge limited field region extend about
2 µm from the defect in the direction of the electric field. The space
charge limited field also changes the surface charge on defect, which has
implications for electromechanical forces which are cyclic for AC voltages.
The ability to compute properties of the space charge limited field region
without resorting to transient nonlinear finite element analysis is therefore
of interest. Developing relevant approximations is difficult as a result of
the highly nonlinear nature of the relevant phenomena. In this contribu-
tion, approximations are presented for the electric field on the surface of a
spheroid in a uniform field (or semispheroid on a plane), in the regions of
space charge limited field (near the tip) and without space charge limit-
ing field (away from the tip). By integrating over the surface, the particle
charge can be computed. In addition, approximations are presented for
the maximum extent of the space charge limiting field region on axis of the
spheroid, which is relevant to electrical tree initiation. The approxima-
tions are accurate for step voltages of finite rise time with exponentially
increasing conductivity of the form σ0exp(k|E|1/n), where “n“ can vary
from 1 to 3, which covers the range of functional dependence found in the
literature, and k and σ0 are constants.

1 Introduction

Pre-breakdown and breakdown phenomena in liquid and solid insulation have
been studied extensively during the last decades [1, 2, 3, 4, 5, 6]. In liquid
insulation, a bush or tree like structure evolves in the insulation when stressed
by a sufficiently strong inhomogeneous electric field [2]. The structure can be
observed due to a refractive index which differ from the bulk insulation and
is believed to consist of gas/plasma. For solid insulation, similar structures
evolve when stressed by high over-voltages or after long time ageing by ac, dc or
repeated impulses [4]. Streamers and electrical trees start at weak spots in the
insulation, typically voids, protrusions at the electrodes, or conductive particles
in the bulk of the insulation. For both solid and liquid insulation, the onset of
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such pre-breakdown phenomena is typically linked to a critical field required for
production of hot electrons and or UV photons [3, 7].

Several experimental studies of pre-breakdown phenomena in both solid and
liquid insulation have been conducted with needle-plane geometry, where the
needle electrode is intended to model a sharp metal particle in the bulk or a
protrusion into the insulation [2, 7, 8, 9, 10]. This has led to a vast amount of
experimental data for inception and propagation of electrical trees and streamers
in highly divergent fields. In many cases, the geometrical (Laplacian) field is
used to estimate the field necessary for inception and propagation of streamers
and electrical trees. However, when sufficient voltage is applied to cause rapid
degradation of the material, the field in the high field region will be governed
by the space charge limited field (SCLF) [11, 6]. This is due to the exponential
increase in conductivity with increasing electrical field typically observed for
insulation materials [12]. An approximate value for the SCLF can be found
based on the high-field conductivity of the material and the frequency of the
applied voltage [6]. As the SCLF evolves with time and depends on the position
in the SCLF-region, no existing approximation can predict accurately the field
distribution within the SCLF-region.

The objective of this study is to find an approximation for the field and
charge on a spheroid located in a uniform background field as a function of
time, and the extent of the SCLF-region along the major axis of the spheroid.
The geometry has been chosen because an analytical solution for the field distri-
bution exists for the case with no space charge, and this geometry is a reasonable
approximation for a protrusion on an electrode, conducting particle in the insu-
lation, and needle-plane geometries often used for pre-breakdown experiments
in solid and liquid insulation. The field, charge, and extension of the SCLF
can be calculated accurately using finite element method (FEM). However, an
analytical approximation would be beneficial as FEM is time consuming. Such
an approximation might also improve the understanding of the phenomena.

FEM simulations yielding the charge on the spheroid can be compared di-
rectly with experiments performed in similar geometries using charge measure-
ment techniques to evaluate the appropriateness of various conductivity mod-
els [13, 14]. An analytical approximation of the charge on the electrode could
thus be used to find conductivity models that fit experimental results, followed
by FEM simulations to validate and fine tune the models. To find an approxi-
mation for the charge on the spheroid, one must be able to predict accurately
the field on the spheroid. The extent of the SCLF-region is important as an
SCLF-extent of approximately 1.5 µm is needed for inception of electrical trees
in XLPE [15]. Thus a good approximation of the extent of the SCLF along
the axis combined with experimental data for various dielectric materials may
enable us to predict the critical extension of the SCLF for more materials and
evaluate the critical size of defects in the materials that would lead to inception
of electrical trees.

This paper has been divided into five sections, where the first is this intro-
duction. The next section introduces the SCLF. Then the FEM model used, the
coordinate system (prolate spheroidal coordinates), and the analytical solutions
of the Laplace equation are described. Section four presents the approxima-
tions developed for various conductivity models. Finally a short conclusion is
provided.
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2 Space charge limited field

When a dielectric is subjected to a high electric field, the conductivity of the
material typically increases exponentially with the applied field [12, 6]. There
are many proposed explanations for this, often involving lowering of the poten-
tial barrier localizing charge in the insulation, resulting in more available free
charge, and/or increasing the mobility of charge carriers through hopping or
tunnelling from site to site. In addition to increasing the bulk conductivity of
the material, strong electric fields at the interface between electrode and insu-
lation may cause injection of charge from the electrode through processes such
as field emission (Fowler-nordheim), field ionization, and Schottky injection.

The SCLF was first described by Zeller et al. who used a simple model
to investigate this phenomenon [16, 11]. In their model, they assume that the
conductivity can be approximated by a step function with low conductivity
below the SCLF and high conductivity above the SCLF. The abrupt jump in
conductivity was explained by a mobility edge for electrons in the material,
thus at fields above the SCLF the electrons are effectively delocalized. Clearly
this is a crude approximation, as the conductivity will increase gradually with
field. Nevertheless, such a simple model makes possible some useful analytical
approximations. For a concentric sphere geometry, the space-charge density, ρ,
is given in spherical coordinates by [11]

ρ(r) =
2ǫrǫ0Fc

r
, R < r < Rsc (1)

where ǫr is the relative permittivity of the insulation, ǫ0 is the permittivity of
vacuum, Fc is the SCLF, R is the radius of the inner sphere, and Rsc is the
extent/radius of the SCLF-region. The radius of the SCLF-region, Rsc, is given
by [11]

Rsc =
1

2

(
R+

V

Fc

)
(2)

where V is the potential between the concentric spheres. Zeller’s approximation
has also been used to derive analytical formulas for the temperature rise near
high field protrusions and the electromechanical forces acting on the material
in such high field regions [16]

As described previously, the high field conductivity typically increases expo-
nentially with field, and can often be approximated by

σ(E) = σ0 · e(k·E
1
n ) (3)

where σ0, k, and n are constants, and E is the electric field. n is typically either
1, 2 or 3, where n = 1 corresponds to standard hopping conduction, n = 2 can be
explained by mechanisms such as Poole-Frenkel, Onsager-conductivity and some
hopping conduction models, n = 3 has no established physical basis, but fits
high field conduction current measurements in n-tridecane [14] and XLPE [13].
A simple statistical-mechanics approach based on the Poole-Frenkel mechanism,
but with field dependent excitation and ionization energies,suggests that n = 3
for n-tridecane might be caused by the field dependence of the excitation energies
for n-tridecane [17]. Clearly eq. 3 is a simplification, as temperature is not taken
into account. However, for the present discussion we will focus on the field on
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the apex, field on the spheroid surface, and the extent of the SCLF (Rsc), rather
than on the degradation process itself. As the field has a much stronger influence
on the conductivity than does the temperature, disregarding the temperature
for the present purpose should not introduce a large error.

With a field dependent conductivity of the form given by eq. 3, an estimate
of the SCLF can be found in several ways. One can look at the time scale on
which charge must be able to move to limit the field (dielectric time constant)
and compare this to the frequency of the applied voltage. The dielectric time
constant must be comparable to the inverse of the voltage frequency [6],

1

w
=

ǫrǫ0
σ(Fc)

⇒ σ(Fc) = ǫrǫ0w (4)

where w is the frequency of the applied voltage and Fc is the SCLF. Another
way of deriving this is by comparing the conductive term, σ(E) · E, and the
displacement term, ǫ0ǫr

dE
dt , in the total current density. The SCLF will be

reached when the two terms are comparable. Solving for the SCLF, Fc with a
conductivity given by eq 3 gives:

Fc =

(
1

k
· ln

(
ǫrǫ0w

σ0

))n

(5)

The formula above shows that for an exponentially increasing conductivity, the
space charge limited field depends on the frequency at which the voltage is
applied. This is demonstrated in figure 1 where four conductivity models with
the same SCLF at 10 MHz have been plotted versus field. The conductivity
models have all been tuned to give a SCLF of 1 MV/m at 10 MHz, which is
why they intersect each other and the horizontal line, ǫ0ǫr ·10 MHz, at 1 MV/m
(eq. 4). The SCLF for 20 MHz and 1MHz for all four models can be found
from the intersection of the horizontal lines corresponding to the respective
frequencies and the conductivity versus field. Note that with a step conductivity,
the SCLF will not depend on the frequency of the applied voltage.

For a more thorough discussion of the SCLF model, as well as its importance
for degradation processes in dielectrics stressed by very high electric fields, the
reader is referred to the original work by Hibma and Zeller [11] and the review
paper by Boggs [6].

3 Geometry and coordinate system

3.1 Geometry, finite element model

The finite element software Comsol [18] was used to obtain numerical solutions of
the Poisson equation for various conductivity models, thus providing the basis
for comparison of analytical approximations with numerical solutions. This
short section gives the details of the geometry used.

The 2D axisymmetric geometry consists of two parallel circular plane elec-
trodes where a conductive semispheroid is placed on the axis of one of the planes
(figure 2). The gap between the planes is filled with a dielectric material with a
relative permittivity of two (ǫr = 2) and a field dependent conductivity given ei-
ther by an exponential dependence on the field (eq. 3) or as a step function. The
minor radius, major radius, voltage waveform, and conductivity were varied.

4



Figure 1: Four models for high field conductivity and ǫrǫ0w versus electrical
field (ǫr = 2). Note that the SCLF given by the intersections between the
conductivity and ǫrǫ0w are low compared to typical insulators, but this plot
gives the idea of how to obtain the SCLF and the frequency dependence of the
SCLF.

3.2 Prolate spheroidal coordinates

The appropriate coordinate system for the geometry described in the previous
section is prolate spheroidal coordinates (η, ξ, θ),where constant η corresponds
to a spheroid, constant ξ to a hyperboloid of revolution, and θ is the angle of
revolution around the Z axis (figure 3). The Z axis goes through the foci of the
spheroids. The square root of the metrics for this coordinate system are given
by [19]

mη = c2

√
η2 − ξ2

η2 − 1
,mξ = c2

√
η2 − ξ2

1− ξ2
,mθ = c2

√
(η2 − 1) (1− ξ2) (6)

The surface of a spheroid with minor radius r and major radius h is given by
η0 = h/c2 where±c2 are the focal points of the spheroid given by c2 =

√
h2 − r2.

3.3 Potential, electric field, and charge on the spheroid

The Laplace equation can be solved using prolate spheroidal coordinates for a
spheroid located in a uniform background field. The potential with no space
charge is given by [19]

V = c2 η ξ E0 − c2 η ξ E0

(
arccoth (η)− η−1

)

(arccoth (η0)− η0−1)
, (7)
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(a) Entire geometry (b) Spheroid

Figure 2: The figure shows the geometry used. The geometry consists of two
parallel circular planes with 45 cm radius and axis through the z-axis. A semi-
spheroid was placed on the upper plane electrode (in this case the dimension of
the semi-spheroid was r = 10µm, h = 100µm). An enlargement of the semi-
spheroid can be seen in subfigure (b). The gap between the two planes was 10
mm.

from which the field on the spheroid surface, and thus the charge on the spheroid,
can be found. At the surface of the spheroid, the electric field is given by

Eη0 = − 1

mη

(
dV

dη

)

η=η0

(8)

The charge on the spheroid can now be found using Gauss’ law [20]

Q = ǫ0ǫr

∫

A

EdA =
πǫ0ǫr(h

2 − r2)
3
2E0√

h2 − r2 − h arccoth
(

h√
h2−r2

) (9)

These equations, combined with the equations derived for SCLF (eqs. 1, 2
and 5), are the starting point for finding approximations for the field/charge
on the spheroid, as well as the extent of the space charge limited field when the
conductivity is field dependent.

4 Approximations of field, charge and extent of
SCLF

In the following sections the approximations developed for the field/charge on
the spheroid and the extent of the SCLF along the Z axis from the spheroid
apex will be described. First, an approximation for the relatively simple case
of step-conductivity is given before an attempt to apply the approximations to
more realistic conductivity.

4.1 Step-conductivity

In this section the field dependent conductivity is approximated to a step func-
tion where the conductivity starts to rise at 1 MV/m, (figure 1)

σ(|E|) = 10−14 +H(|E| − 1 · 106) (10)
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Figure 3: Schematic showing curves with constant ξ and η.

where H(x) is a smoothed heaviside function with a continuous first derivative.
Finite element simulations with the geometry given in section 3.1 and a conduc-
tivity given by eq. 10 were run so that the analytical approximations could be
compared to results from simulations. A ramp voltage was applied to the plane
electrode opposite the particle

V (t) = 1000 t (11)

This formula for the applied voltage gives a background field of E0(t) = 100 ·
V (t).

With conductivity of eq. 10, the approximate field on the surface of the
spheroid can be found by dividing the spheroid into two regions. In the high-
field region, the field is given by the SCLF, Fc, while as a first approximation,
the field on the rest of the spheroid is given by the laplacian field (eq. 8). This
can be seen in figure 4, where the laplacian field is compared to the field obtained
with the conductivity given by eq. 10.

An approximation of the charge on the spheroid can now be found using this
approximation for the field on the spheroid surface

Qsclf = 2πǫ0ǫr ·
(∫ ξ=ξl

ξ=0

(mξmθEη0)dξ +

∫ ξ=1

ξ=ξl

(mξmθFc)dξ

)
(12)

where ξl is the position on the particle where the field reaches Fc. The left
integral is over the part of the spheroid where the field is below the SCLF and
the right integral is simply the integral of the constant SCLF, Fc, over the rest
of the spheroid. The integral above can be solved using, for example, Maple,
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Figure 4: Electric field versus ξ. ξ = −1 at the apex of the spheroid. Dashed
lines correspond to step conductivity and solid lines correspond to laplacian
field. The field along the spheroid surface is plotted for six background fields:
0, 20000, 40000, 60000, 80000 and 100000 V/m.

giving the following result

Qsclf = E0


 πǫ0ǫr

(
h2 − r2

)3/2
√
h2 − r2 − h · arccoth

(
h√

h2−r2

)


 ξl

2+

Fc π ǫ0 ǫr ·
[
ξl ·
(
r ·
√
h2 − ξl · (h2 − r2)− r2

)
+

h2 · r√
(h2 − r2)

·
(
arcsin

(
ξl
√
h2 − r2

h

)
− arcsin

(√
h2 − r2

h

))]
(13)

where E0 is the background field. If the field does not reach the SCLF on the
apex of the spheroid then ξl = 1, and eq. 13 turns into eq. 9. In order to use
this equation, an expression for ξl must be found. This can be done by solving
the following equation

Eη0 = Fc (14)

Solving for ξl gives one positive and one negative root (same absolute value)
corresponding to the two locations on the spheroid where the laplacian field
is equal to the SCLF for a spheroid in a uniform background field. For the
geometry where the spheroid is placed on one of the electrodes, only one of the
two values corresponds to a physical location. If the field is low, this equation
could give a value for ξ with an absolute value larger than 1. ξ has to be between
-1 and 1 so this must be discarded, and instead ξ = 1 should be used for low
fields. Figure 5 shows a plot of ξl versus background field for the geometry
shown in figure 2 (h=100 µm and r=10 µm) and with a SCLF of 1 MV/m.

Combining eqs 13 and 14, the charge on a spheroid in a material with field
dependent conductivity can be approximated. In figure 6, the result obtained
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ξ
l

E0

Figure 5: The position (ξl) on the spheroid where the field reaches the SCLF
(Fc) as a function of background field (E0). For low fields, ξl = 1, meaning that
the field at the spheroid surface is below the SCLF.

from eq. 9 (constant conductivity) is compared to the result obtained using eq.
13 and 14. Figure 6 also compares the results obtained using the equations with
the results obtained from finite element analysis (FEA).

Finding the extent of the SCLF along the z-axis staring from the apex of the
spheroid can be carried out by adapting Zeller’s approximation for concentric
spheres (eq. 2) to the spheroid-plane geometry. To adapt eq. 2 one must find the
voltage over the spheres and the radius of the inner sphere that best represents
the geometry at the apex of the spheroid. The Laplacian field on the apex of
the spheroid is given by

ELa =

(
h2 − r2

)3/2
E0

r2
(√

h2 − r2 − arccoth
(

h√
h2−r2

)
h
) (15)

Based on eq. 15, the voltage over the concentric spheres, Vs, can be calculated
assuming the spheroid has an “effective” radius Rsp and that the outer sphere
is large compared to the inner sphere:

Vs = ELa · Rsp (16)

As a first approximation for the radius of the spheroid, one can use the radius
of curvature at the apex Rapex = r2/h. For very sharp spheroids, the curvature
changes quickly as one moves away from the apex along the surface of the
spheroid, and as the SCLF-region expands, it “sees” a larger part of the spheroid.
Thus the radius given by r2/h will be too small. An empirical correction factor
must therefore be introduced, and the “effective“ radius of the spheroid can be
written as

Rsp = f · r
2

h
(17)

where f is a dimensionless correction factor that depends on the ”sharpness“ of
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Figure 6: Charge on a semi-spheroid versus background field for a case with
constant conductivity and a case where the conductivity limits the field to 1
MV/m. Results from Maple (analytical) and Comsol (simulation).

the spheroid. Using eqs. 16 and 17 in eq. 2 gives an approximation of Rsc

Rsc =
1

2

(
Rsp +

Vs

Fc

)
−Rsp =

1

2
· f · r

2

h
·
(
ELa

Fc
− 1

)
(18)

In figure 7, this approximation has been compared to results from simulations.
As expected, f=1 only gives a good approximation when the SCLF-region is
very small (Rsc < 1µm). The range where the approximation can be used is
enhanced by using f = 1.9 − r

h , which gives a larger effective radius for sharp
spheroids. Figure 7 shows that this gives a good approximation for (Rsc < 5µm)
for a large range of geometries.

4.2 Exponential conductivity

Replacing the step function for conductivity (eq. 10) with an exponential func-
tion (eq. 3) makes the problem of finding the field and charge on the spheroid
more complex. As explained in section 2, the SCLF depends on frequency when
the conductivity is not a step function of the field (see figure 1). The goal of
this section is to derive an approximation capable of describing the field over
the surface of the spheroid when a step voltage with a finite rise time is applied
(figure 8). The step voltage gives a background field

E0(t) =

{
Vamp

d · t
tr
, t < tr

Vamp

d , t >= tr
(19)

where tr is the risetime of the voltage, Vamp is the voltage amplitude, and d is
the distance between the plane electrodes. The approximation must therefore
predict accurately the field on the surface of the spheroid while the voltage is
rising, as well as after it reaches steady state. As a starting point, an approxima-
tion of the field on the apex of the spheroid is derived. An accurate prediction
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Figure 7: Comparison of Rsc obtained by simulation (solid line) with calculated
values using eq. 18 with f=1 (dashed line) and f=(1.9-r/h) (dashed line with
open circles). The results were obtained with h=100 µm and r=10, 20, 30, 40,
50 and 60 µm.

of this field is important as this is the point stressed by the highest field and
where the field is most distorted by the space-charge.

Most of the simulations performed to provide a basis for the approximations
were carried out using the following conductivity formulas.

σ(E) = 10−14 · exp(2.36 · 10−5 · |E|) (20)

σ(E) = 10−14 · exp(0.0236 ·
√
|E|) (21)

σ(E) = 10−14 · exp(0.236 · 3
√
|E|) (22)

Plots of the conductivity versus field for these three formulas are provided in
figure 1, all of which give a SCLF of 1MV/m at 10 MHz.

In figure 9, the field on the apex of the spheroid with a conductivity given
by eq. 20 is plotted versus time for voltage rise times ranging from 30 ns to
1 µs. The figure also shows the SCLF (as given by eq. 5) versus time. Figure 9
shows that eq. 5 gives a good estimate of the time at which the SCLF is reached
at the apex, tc, for a range of rise times. The field on the apex is given by
the Laplacian field until it intersects the dotted line, which is the SCLF at this
time/effective frequency. After this time, the field continues to increase as long
as the background field/voltage is rising (t < tr). Note that after tr the field on
the apex follows a curve given approximately by the formula for SCLF in eq. 5,
which will be used to approximate the field after tr.

A first approximation of the field on the apex for the time region tc < t < tr
is to calculate the derivative of the SCLF at the time when the SCLF is reached
and assume the field rises at approximately this rate until the voltage levels off.
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Figure 8: Step voltage with tr=100 ns, amplitude of 1000 V and duration of
1 µs

The approximation for the field at the apex can be written as

Eapex(t) =





ELa(t) t < tc
Fc(tc) +

dFc

dt (tc) · (t− tc) tc < t < tr
Fc(t0 + t− tr) t > tr

(23)

Where ELa is the Laplacian field on the apex given in eq. 15, tc is the time when
the SCLF is reached at the apex of the spheroid and can be found by solving
ELa(t) = Fc(t) for t, Fc is the SCLF given by eq. 5, tr is the rise time of the
applied voltage, and t0 is introduced to make the curve continuous (1/t0 can be
viewed as the effective radial frequency at t = tr).

The main problem with eq. 23 is that the increase of the field with time after
tc is linear (see figure 10). This is only a good approximation for the first few
ns after tc. In order to obtain a better understanding of the phenomena that
occur during the time from tc to tr, a series of formulas were fitted to results
obtained from FEM simulations using the nonlinear curve fitter in Sigmaplot.
To focus on this specific phenomenon (SCLF on apex when background field is
increasing), simulations were run with a continuously rising voltage during the
entire simulation. The duration of the simulation was increased to 2 µs. Six
different voltage ramp rates were used: 33 GV/s, 10 GV/s, 5 GV/s, 3.33 GV/s,
2.5 GV/s, and 2 GV/s. The equations for conductivity given above (eq. 20-22)
were the starting point for the simulations, but a wide range of formulas of the
form given by eq. 3 was used to find how the parameters n and k affect the time
dependence of the field at the apex.

The field at the apex and the background field for a case with a conductiv-
ity given by eq. 20 and a voltage ramp rate of 10 GV/s have been plotted in
figure 11. Three regions were observed from these simulations, as can be seen in
the figure (times in parentheses correspond to the times of the differing regions
in figure 11):
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Figure 9: Results from simulations using eq. 20 and rise times from 30 ns to
1 µs. Fc (eq. 5) has also been plotted (dotted line) to show that this equation
gives a good estimate of the onset of the SCLF at the apex.
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Figure 10: Results from simulations using the conductivity given in eq. 20 (solid
lines) compared to results obtained using eq. 23

• (t<10 ns) The field is given by the laplacian field (eq. 15).

• (10 ns<t<1 µs) When the SCLF is reached, the field increases much more
slowly than predicted by the Laplacian formula.

• (1 µs<t<2 µs) If the voltage is increased sufficiently a point is reached
where the background field equals the SCLF. From this point, the rate at
which the field at the apex increases is approximately equal to the rate
at which the background field increases. This phenomenon will not be
considered in this paper.

The solution for the field in the first time region (t < tc) is known (eq. 15).
The time between when the SCLF is reached (tc) and when the voltage reaches
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Figure 11: Field at the apex and background field versus time. The voltage
increased at a rate of 10 GV/s. Minor axis=10µm, major axis=100µm, conduc-
tivity given by eq. 20

its maximum (tr) is of primary interest. The region of interest (tc < t < tr) can
be fitted to the following function:

Eapex(t) = 2 ·
(
1

k
∗ ln

(
ǫ

σ0 ∗ tc

))n

−
(
1

k
∗ ln

(
ǫ

σ0 ∗ t

))n

+ α · (t− tc) ·
dE0

dt

= 2Fc(tc)− Fc(t) + α · (t− tc) ·
dE0

dt
, tc < t < tr (24)

The only unknown parameter in the equation above is α. Simulations were
run to find how α depends on the conductivity and the geometry. The only
parameter that has a marked influence on α is ”n” in the conductivity formula
(eq. 3). Parameters like the minor and major axis of the spheroid, k (in eq. 3),
and the distance between the two planes (as long as it is much greater than the
major axis of the particle) had only minor effects on α. α has been plotted versus
the major radius of the spheroid for three different minor radii in figure 12. The
difference between the maximum and minimum value for α was approximately
10%, so the effect of the geometry is relatively small compared to the effect of
n (going from n=1 to n=2 more than doubles “α” for the same geometry).

To find a way to calculate α, a series of simulations was run to find a function
that describes this parameter as a function of n. The best fit was obtained using
a polynomial dependence on n (figure 13). Thus α can be approximated by

α(n) = 0.124 · n+ 0.03 · n2 (25)
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Figure 12: Plot showing the value of α in eq. 24 for different major and minor
spheroid radii (h=major radius and r=minor radius). The simulations were run
using a ramp rate of 10GV/s and a conductivity given by eq. 20. The gap
distance between the two plane electrodes was 10 mm
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Figure 13: Plot showing the dependence of α in eq. 24 on n.

Inserting this into eq. 24 yields:

Eapex(t) = 2Fc(tc)−Fc(t)+(0.124·n+0.03·n2)·(t−tc)·
dE0

dt
, tc < t < tr (26)

At t=tc, eq. 26 reduces to Fc(tc) as expected. The first term in the equation
is simply a constant and is two times the SCLF at tc. The second term links the
evolution of the field at the apex with the frequency dependence of the SCLF. If
the background field had not increased after t=tc this term would have reduced
the field at the apex given by the effective frequency 1

t . The last linear term
takes into account that the external field is still increasing which increases the
SCLF volume. Thus the field at the apex must increase to allow for the growth
of the SCLF volume. This increase depends on the rate at which the external
field increases and how the conductivity depends on the electric field.

In figures 14 to 16, the approximation given by eq. 26 is compared to simu-
lations for a series of geometries, conductivity formulas, and voltage ramp rates.
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All figures show the results from simulations as solid lines and the results using
the approximation by dashed lines.

The approximation is good for a large range of h (major radius), r (minor
radius), n, k, d (distance between the two planes) and voltage ramp rates. Using
the approximation given in eq. 26 for the tc < t < tr gives a formula for the
field at the apex as a function of background field similar to eq. 19:

Eapex(t) =





ELa(t) t < tc
2 · Fc(tc)− Fc(t) + α(n) · (t− tc) · dE0

dt ; tc < t < tr
Fc(t0 + (t− tr)) t > tr

(27)

The first time period is given by the Laplacian field, eq. 15. When the SCLF is
reached at the apex (at tc), the approximation given by eq. 26 is used until the
voltage stops rising (at tr). To approximate the time region when the voltage
is constant, the effective frequency (1/t0) at the time when the voltage stops
increasing is calculated. This is found by solving Fc(t0) = Eapex(tr), where
Eapex is given by eq. 26. This frequency decreases with increasing time and
is approximated by 1

t0+(t−tr)
. Fc in eq. 27 is assumed to be of the form given

by eq. 3. In figure 17, a series of simulations compare the approximation in
eq. 27 to data computed using Comsol. The approximation gives good results
when n=1 (figure 17), but for n=2 and n=3, the approximation fails for t > tr
(figure 18, dashed lines). The main problem for n>1 is that the formula for
SCLF goes towards a lower value than given by the simulations, because the
effective frequency for large times is 3

t not 1
t as used for n=1. Incorporating

this into the equation for the SCLF (eq. 5) gives

Fc =

(
1

k
· ln

(
3ǫrǫ0
σ0t

))n

, n > 1, t > tr (28)

Thus for conductivity with n>1, eq. 28 should be used to predict the evolution
of the field after tr. Figure 18 shows that this improves the approximation
somewhat, although it seems evident that the effective frequency should be
changed gradually from 1/t to 3/t after tr.

The approximation of the field on the apex is a good start towards predicting
the field on the entire surface of the spheroid. There is nothing unique about
the apex; thus any point on the spheroid within the SCLF-region should be
predicted by a similar formula to eq 27. The formula for an arbitrary point on
the spheroid should thus be given by

Esurf (t, ξ) =





Eη0(t, ξ) t < tc
2 · Fc(tc(ξ))− Fc(t) + α(n) · (t− tc(ξ)) · dE0

dt ; tc < t < tr
Fc(t0(ξ) + (t− tr)) t > tr

(29)
Note that eq. 29 is only valid for the part of the spheroid that falls within
the SCLF-region. The part of the spheroid that falls outside of this can be
approximated by the laplacian field (Eη0 (t, ξ), eq. 8). In figure 19 this formula
has been compared to simulations for ξ=-1 (the apex) and ξ=-0.95. The formula
above assumes that the effective frequency of the SCLF at tr is given by the
field at the given location on the spheroid at that time. Figure 19 shows that
this is not the case, the field at ξ=-0.95 falls approximately in the same way as
at the apex. Thus the field at the apex governs how fast the field declines in
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(b) Minor radius=10 µm, major radius=100, 300, and 500 µm

Figure 14: Field at the spheroid apex versus time for conductivity given by
eq. 20 (n=1) and 10 GV/s voltage ramp. Comparison between results obtained
from simulations (solid lines) and from the approximation outlined in the text
above (dashed lines). The approximation is only good up to the point where
the background field approaches the SCLF.
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Figure 15: Field at the spheroid apex with conductivity given by eq. 3 with σ0 =
10−14, n=1, and k=1E-5, 2E-5, 3E-5, 4E-5 or 5E-5. Minor radius=10 µm, major
radius=100 µm, distance between planes=10 mm, Comparison between results
obtained from simulations (solid lines) and from the approximation outlined in
the text above (dashed lines). The approximation is reasonably good for all the
values of k corresponding to SCLF from 0.5 MV/m to 2.5 MV/m
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Figure 16: Field at the spheroid apex with conductivity given by eq. 22 (n=3).
Minor radius=10 µm, major radius=100 µm, distance between planes=10 mm.
Comparison between results obtained from simulations (solid lines) and from
the approximation outlined in the text above (dashed lines).Voltage ramp rate
between 2 and 10 GV/s.
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Figure 17: Field at the spheroid apex with conductivity given by eq. 20 (n=1)
and a background field given by eq. 19 (step voltage). The rise times used were:
30, 100, 300, 500, and 700 ns. Full lines are based on simulations while dashed
lines are based on the approximation given in eq. 27.

the SCLF region. Taking this into account a new approximation of the field on
the surface of the spheroid can be found,

E(t) =





Esurf (t, ξ) t < tc
2 · Fc(tc(ξ)) − Fc(t) + α(n) · (t− tc(ξ)) · dE0

dt ; tc < t < tr
Fc(t0(ξ = −1) + (t− tr))− Fc(t0(ξ = −1)+

2 · Fc(tc(ξ)) − Fc(tr) + α(n) · (tr − tc(ξ)) · dE0

dt t > tr

(30)

This equation has also been compared to the results obtained from simulations
in figure 19.

Using the approximation found for the field on the apex surface, one can
find an approximation for the charge on the surface of the spheroid in the same
way as for step-conductivity. Thus one can integrate over the SCLF region,
and over the region where the SCLF is not reached. As the formula above
gives an approximation of the field inside the SCLF-region and one can simply
use the laplacian field outside this region, the charge on the spheroid can be
computed. This is, however, not a trivial task and requires the use of Maple or
other computer tools. Matlab code that performs this task has been included in
Appendix A. The transition between the SCLF region and the region outside
must be smoothed somewhat, as the transition between them will not be as
abrupt as one would expect with a step-conductivity. This can be done by
requiring the field to decrease monotonically as one moves away from the apex
of the spheroid. Figure 20 shows a comparison of simulations and approximation
of charge on a spheroid.

Finally the problem of the extent of the SCLF with a conductivity that
depends exponentially on the field will be treated. Finding an accurate ap-
proximation for this is nontrivial. However, the approach developed for step-
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Figure 18: a) Field at the spheroid apex with conductivity given by eqs. 20-22
(n=1-3) and a background field given by eq. 19 (step voltage). The rise time
used was 100 ns. Full lines are based on simulations while dashed lines are based
on the approximation given in eq. 27. For n=2 and n=3, two approximations
are shown, one where the effective frequency in the formula for the SCLF is
assumed to be 1/t (1) and one where it is assumed to be 3/t (2). b) As for a),
but with longer time span.
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Figure 19: Field at ξ=-1 (apex) and ξ = −0.95 versus time, comparison between
simulation (solid line) and the approximation in eq. 29 (a) and eq. 30 (b).
Conductivity given by eq. 20 (n=1).
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Figure 20: Charge on spheroid, finite element computations (solid lines)
and approximation of the charge based on eq. 30. Conductivity given by
eq. 20-22 (n=1-3), step voltage with tr=100 ns, minor axis=10 µm and ma-
jor axis=100 µm.
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Figure 21: Extent of SCLF along the axis from the apex of the spheroid.
Approximation (solid line) compared to finite element calculations obtained with
step conductivity (eq. 10) and exponentially increasing conductivities given by
eqs. 20-22 (n=1-3).

conductivity can be applied directly and gives a decent approximation for the
extent of the SCLF for n=1 to 3. Figure 21 plots the extent of the field with
step conductivity and the three field dependent conductivities given in eqs. 20-
22 (n=1-3) which are compared to Rsc (eq. 18). When using this equation with
the exponentially increasing conductivities, one must calculate Fc based on the
equivalent frequency of the applied voltage.

5 Conclusion

Approximations for the field and charge on the surface of a spheroid in a uniform
background field, and the extent of the SCLF from the apex of the spheroid, have
been derived. The approximations have been tested for a variety of geometries
and conductivity formulas, and generally give good results. Even so, the exact
limitations of the approximations are not known, and they should therefore be
used as a first approximation followed by finite element calculations to validate
any conclusions drawn based on the approximations. Generally the approxima-
tion of the field on the spheroid give good results as long as the background
field is increasing (t < tr) for all conductivity formulas used, whereas formulas
with n=1 gives the best fit after the time at which the background field stops
increasing (t > tr). There is still room for improvement of the approximation
for the field and the charge on the spheroid for n>1 in the time range (t > tr).
Still the general shape when plotting charge and field on the spheroid follows
the finite element calculations also for n>1.

The extent of the SCLF into the dielectric, Rsc, may be the most important
result of this paper, as it is tied to the inception of electrical trees in polymers.
The approximation found for Rsc is good up to at least 5 µm, which is sufficient
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as the critical extent in XLPE is about 1.5 µm.
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A Matlab code

% Input parameters, defines rise time etc..
% Rise time
tr=100e −9;
% constants in the conductivity formula sigma(E)=sigma0 * exp(k * Eˆ(1/n))
k=2.36e −5;
n=1;
sigma0=1e −14;
% Permittivity, relative * the vacuum permittivity.
epsilon=2 * 8.85e −12;
% Definition of the geometry
h=100e−6;
r=10e −6;
d=10e−3;
% dt and dxi
dt=1e −9;
dxi=1e −3;
%time vector
t=0:dt:10e −6;
% xi vector, from 0 to −1
xi=0: −dxi: −1;
%Background field:
E0=1000. * t./(d * tr);
% Formula for the SCLF as a function of t
Elim=(1./k. * log(epsilon./(sigma0. * t))).ˆn;
% Multiplication factor that the background field must be mu ltiplied by to
% create the field on the apex (function of xi)
Esurfg = xi. * ((h.̂ 2 −r.ˆ2).ˆ(3/2)). * (((h.ˆ2/(h.̂ 2 −r.̂ 2) −xi.ˆ2)/(h.ˆ2/(h.̂ 2 −r.ˆ2) −1)) ...

.ˆ( −1/2))/(r.ˆ2)/( −acoth((h. * (h.̂ 2 −r.ˆ2).ˆ( −1/2))). * h+sqrt((h.̂ 2 −r.ˆ2)));
% Creates a matrix with time vector along one axis and xi vecto r along the
% other, the values are the laplacian field given by the facto r above time
% the background field
Esurf=[];
for i = 1:1:length(E0)
Esurf=[Esurf; Esurfg. * E0(i)];
end
% Find the time when the laplacian field reaches the SCLF, fun ction of xi
tlim=[];
for i = 1:1:length(xi)

tlim=[tlim, max(find(Elim ≥Esurf(:,i)'))];
end
% After tlim the field on the spheroid no longer increases lik e predicted
% by the laplacian formula. Thus the time region from tlim to t he end of
% the time vector must be replaced by the formula found from cu rve fitting
% using sigmaplot:
for i=1:1:length(xi)

Esurf(tlim(i):length(t),i)=2 * Elim(tlim(i)) −Elim(tlim(i):length(t))+ ...
diff(E0)/diff(t). * (t(tlim(i):length(t)) −t(tlim(i))). * (0.124 * n+0.03 * nˆ2);

end
% So far I have assumed that the voltage is rising during the en tire time
% period, if this is the case Esurf given above will be the appr opriate
% approximation for the field on the surface of the spheroid. Now I will
% assume that the voltage stays constant after tr (thus the ba ckground
% field is static from this time).
% First I find the index corresponding to tr (rise time):
trind=min(find(t >tr));
%Then I must find the effective frequency of the SCLF at the po int apex at
%t=tr. The field on the apex will start to decrease with time a fter this
%point, according to an effective frequency given by: 1/(t0 +(t −tr)).
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%Actually the field on the part of the surface that is inside t he
%SCLF−region will fall approximately like the field on the apex, th e field
%on the rest of the spheroid is approximately given by the lap lacian field.
if n>1

Elim=(1./k. * log(epsilon./(sigma0. * 0.33. * t))).ˆn;
end
t0ind=min(find(Esurf(trind, length(xi)) ≥Elim));
for i=1:1:length(xi)

if tlim(i) ≤trind
Esurf(trind:length(t),i)=(1./k. * log(epsilon./(sigma0. * (t(t0ind)+ ...

(t(trind:length(t)) −t(trind)))))).ˆn −(1./k. * log(epsilon./(sigma0. * (t(t0ind))))).ˆn+Esurf
else

Esurf(trind:length(t),i)=Esurf(trind,i);
end

end
% Check that the function is decreasing for all t as xi is incre asing from
% −1 towards 0 (the index is falling). This must be done because t here is a
% region where the laplacian field approximation actually g ives higher
% fields than the approximation above for the region inside t he
% SCLF−region.
for i=(length(xi) −1): −1:1

Esurf(find(Esurf(:,i) >Esurf(:,i+1)),i)=Esurf(find(Esurf(:,i) >Esurf(:,i+1)),i+1);
end
% The charge on the spheroid can now be found by integrating th e field
% above overt the surface of the spheroid, but for the integra l I first
% need the square roots of the metrics for prolate −shperoidal coordinates
% (only need xi and theta):
c2=sqrt(hˆ2 −rˆ2);
eta0=h./sqrt(hˆ2 −rˆ2);
mxi=c2 * sqrt((eta0ˆ2 −xi.ˆ2)./(1 −xi.ˆ2));
mtheta=c2 * sqrt((eta0ˆ2 −1). * (1 −xi.ˆ2));
m=mxi. * mtheta;
% mxi −> infinity and mtheta −> 0 as xi −> −1. Numericaly this ends up as
% NaN, which creates problems. Solve this by replacing the nu mber at xi= −1
% with the number at xi= −0.9999
m(length(m))=m(length(m) −1);
% Performes the integration, ends up with Q as a function of ti me
Q=[];
for i=1:1:length(t)

Q=[Q,2 * epsilon * pi * sum(m* dxi. * Esurf(i,:))];
end
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