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Summary

If an insulating material is stressed by sufficiently large electric field, a
plasma channel may be created which destroys the materials insulating
properties. The processes involved are complicated and the field of research
pushes into the boundaries of the unknown. Attempting to understand the
processes involved from a fundamental point of view reveals many problems,
and maybe that is what makes this field so interesting.

Two of the properties of interest which can be calculated from standard
quantum chemical methods is the polarizability and the ionization potential.
Therefore it is these two properties which have been studied further.

The molecules first order response to an electric field is given by the
polarizability, and thus is an important property when a material is stressed
by an electric field. In addition, the interaction between a charged and a
neutral molecule is given by the polarizability. In the two first works (paper
1 and 2) a model based on atomic parameters for the polarizability is given.
The third work (paper 3) is an attempt to link the polarizability model to
a force field which is capable of simulating a plasma phase, which contains
both neutral and charged particles.

Ionization potential is the energy required to ionize a neutral system, and
is the most important molecular descriptor for all ionization mechanisms.
In paper 4 we use standard quantum mechanical software to calculate the
ionization potential and results in good agreement to experimental values
are obtained. It is realized that there are a lot of other interesting molecular
properties which also could have been studied, but many of these are difficult
to calculate. A discussion regarding some of these properties are given in
paper 4.

In paper 5 the ionization potential and ionization mechanism are stud-
ied in greater detail. Specifically it is found that the ionization potential
of a molecule change in an electric field, and that the reduction in ioniza-
tion potential due to the field cannot be ignored when studying high-field
phenomena.
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• H. S. Smalø Per-Olof Åstrand and S. Ingebrigtsen Calculation of Ion-
ization Potentials and Electron Affinities for Molecules Relevant for
Streamer Initiation and Propagation, IEEE Trans. Dielect. Electr.
Insul. 17 733-741 (2010)

• H. S. Smalø, Ø. Hestad, S. Ingebrigtsen and Per-Olof Åstrand, Field
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Chapter 1

Introduction

If an insulation material is stressed by a sufficiently large electric field,
a plasma channel may be created which destroys the materials insulating
properties. These plasma channels are known as streamers. If the streamer
bridges the gap between two electrodes, a sudden increase in current is ob-
served which indicates a dielectric breakdown. Thus it is of great interest
to gain insight into the transition between liquid/solid phase and a plasma
phase. To study these phenomena experimentally, a high voltage is often
applied to a needle-plane geometry, and thus the electric field is highly inho-
mogeneous [1–5]. The main reason for using this geometry experimentally
is that higher electric fields is easier to obtain if the field is not homoge-
neous. Inhomogeneous fields may also be more realistic in many situations.
The electric field around a tiny piece of metal, injected into the insulating
material by accident, is an example of an inhomogeneous field. Further, in
an inhomogeneous field, the background electric field will decrease as the
streamer propagates towards the other electrode, typically limiting streamer
growth. When two parallel plane electrodes are used, the electric field is
more or less homogeneous, and it is difficult to stop streamers from bridging
the gap between the two electrodes.

In general inhomogeneous fields are needed to study pre-breakdown phe-
nomena. However, using this needle plane geometry instead of two plane
electrodes has the disadvantage that the electric field at any given point is
dependent on the material properties, and especially the conductivity, which
in general is field dependent. The electric field between two parallel plane
electrodes is also dependent on the material properties of the medium, but to
a smaller degree. Thus the magnitude of the electric field in a needle-plane
geometry, is uncertain even if the applied voltage is known.

The system studied has multiple typical length scales. One typical length
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2 Introduction

scale is the distance between the needle and the plane typically being around
a few millimeters. However, the most interesting physics/chemistry occurs
around the tip of the electrode, or the tip of a growing plasma chancel,
which can have a radius of the order of a few µm [1–7]. The smallest of
these length scales are within the magnitude where typical molecular dy-
namic (MD) simulation could be applied (one µm might be somewhat large
for MD simulations, but will be achievable in the future). The transition
from a liquid to a plasma occurs in this region, and thus it is important to
understand the details around the behavior of the molecules in this region.
Questions to be answered are;

• How strong are the intermolecular forces. These forces determines the
boiling point and other properties.

• What is the energy required to ionize a molecule and how can it be
done?

• How does the neutral molecules interact with free electrons? What
is the energy transfer between free electrons and neutral molecules?
Can neutral molecules capture free electrons and create stable negative
ions?

Molecular modeling is useful for this purpose . However, the electric field
in this interesting area (which is obliviously important) is dependent on the
charge distribution in the entire system, and the entire system would be
too large for an MD simulation. In the future one may therefore envisage
a model where molecular dynamics is applied to the most important areas,
and a combination of regular fluid dynamics and electrostatics are applied
to the other areas.

Streamers are said to propagate in different modes. In the first mode
streamer growth is slow, while in the 4th mode streamers can have the speed
of several hundred km per second [8]. The different modes are believed to
be governed by different mechanisms. The higher modes can be achieved
by, for example, the application of higher voltages. The results are also
dependent on the time development of the applied voltage. A step voltage
which have a long rise time will give different results than a step voltage
with short rise time. The streamers originating from a negative electrode
will be different than a streamer originating from a positive electrode. Thus
the results are dependent on the polarity of the high-field electrode. One of
the reasons why the results differs, is that extracting charge in the form of
electrons from a metal electrode is easier than extracting electrons from the
medium. In addition, the interpretation of experimental results for streamer
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(a) (b) (c)

(d) (e) (f)

Figure 1.1: Typical pictures of streamers. All are taken from Ref. [9]; (a),
(b) and (c) is taken from figure 2 while (d) (e) and (f) is taken from figure
6.

growth and propagation is difficult due to the highly stochastic nature of
this phenomena.

Streamers comes in many different, irregular shapes. The shape of the
streamer is highly dependent on the base material, additives and applied
voltage. Some streamers are bush-like and other are more filamentary (see
Figure 1.1 for typical examples). One reason for wanting a model on the
molecular level is to understand the degree of branching, which is highly
dependent on the chemical properties of the molecules involved. In macro-
scopic models, the streamer will typically grow spherically from the point
needle with no branching, or like an extension of the needle. To understand
branching and the highly stochastic nature of streamers, a model on the
molecular level is needed.

The plasma channel is composed of neutral molecules, ions and free
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electrons. The free electrons may either come from an electrode, or by
ionization of a neutral molecule in the insulation. To be able to describe
the system by MD simulation, the force field must be able to describe free
electrons in addition to ions and neutral molecules.

Plasma models do exist [10], however these are typically for high tem-
peratures, with a high degree of ionization and where electron and nucleus
are in equilibrium. However, the plasma of interest here, is not caused by
high temperature, but rather high electric fields, and the conditions are
very different. Here, the degree of ionization is low. Based on spectroscopy
analysis, it has been estimated that in typical streamers only about 0.1-1%
of the molecules are ionized [11–13]. Thus, the most important interactions
are those between ions/free electron and neutral molecules, and a plasma
model which only takes into consideration singly ionized molecules should
be a good approximation. In addition, since the electrons are much lighter
than the heavy nucleus, electronic processes react much faster to an increase
in electric field. In general an equilibrium between the free electrons and
the ions/molecules cannot be expected. Lastly, since the transition between
a liquid and a plasma phase is of interest, the model needs to be able to
describe both phases.

The presented papers do not involve MD simulations of streamers, but
the work should be read in the light of this goal. I hope to lay the funda-
mental building blocks which are required to develop a force field required
to run MD simulations on streamers. It is especially interesting to combine
the work here with the electron force field (eFF) [14] which is a force field
where all electrons and nucleus are treated as classical particles. However,
it must be clear that several important question are still unanswered, and a
few years of development is probably required before any MD simulation of
this type could be run. It shall also be noted that part of this work can be
applied to force fields in general and thus has a wide range of applications
beyond modeling streamers.

In the next section the quantum mechanical analogue to Newtons law is
given. The main motivation behind discussing this equation is to understand
in which cases Newtonian physics can be applied. Then a short introduction
to different types of intermolecular forces is given. It is interesting to note
that all interaction types; exchange, electrostatic, induction and dispersion
forces, are of high importance in this study. At large separation distances,
the models of interaction between molecules can, to a large extend also
be applied to the interaction between a free electron (or another charged
particle) and neutral molecule. The remaining question is how a molecule
is ionized into a cation and a free electron, which is discussed in chapter 3.
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Finally, presentation of papers, future work and a conclusion is given.
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Chapter 2

Intermolecular forces

In all force fields, the basic idea is to replace the complicated quantum me-
chanics with a simpler model. Quantum mechanics is replaced with simple
Newtonian physics, by calculating the force between the different particles.
Thus, some accuracy is sacrificed to make large scale calculation involving
millions of molecules possible. The goal is not only to describe the inter-
action between neutral molecules, but also include the interaction between
charged systems in the same way. Therefore, an analogue to Newtons law of
physics in quantum mechanics is examined, to understand when Newtonian
physics can be applied.

In quantum mechanics (non-relativistic and without magnetic field) a
Hamiltonian operator Ĥ may be written as

Ĥ =
p̂2

2m
+ V (2.1)

where in atomic units1 p̂ = −i∂/∂x is the momentum operator, m is the
mass and V is the potential. The Schrödinger equation may be written as

Ĥψ = i
∂ψ

∂t
(2.2)

where ψ is the wavefunction. From the wavefunction, averages may be
calculated by

〈f〉 =

∫
ψ∗f̂ψdτ (2.3)

where f is some property and f̂ is the corresponding operator. For a com-
plete introduction to quantum mechanics and quantum chemistry the reader

1Atomic units (au) are defined by |e| = 1, ~ = 1, me = 1, 1/4πε0 = 1. Energy in au is
1 hartree which is given by Eh = mee

4/(4πεo~)2 ≈ 4.36× 10−18J .

7



8 Intermolecular forces

is referred to Ref. [15] and [16]. Here it is just concluded that Ehrenfets the-
orem is obtained from Eqs. (2.2) and Eqs. (2.3) and can be written as [15]

d〈p〉
dt

= 〈−∇V 〉 . (2.4)

This is an important equation, as it shows, that an analog to Newtons laws
of physics can be obtained from Quantum Mechanics. Under the approx-
imation that the average force, 〈F (r)〉 = 〈−∇V 〉 ≈ F (〈r〉), Eq. (2.4) is
identical to Newtons law. In a one particle problem, this approximation is
valid as long as the force is slowly varying over the volume spanned by the
wavefunction.

The forces between the molecules can be calculated from quantum me-
chanics if the wavefunction is known. However, in practical application,
simple models for the forces are used, and all such models include a set of
parameters. A typical approach, is to use quantum mechanics to obtain
the molecular properties, and thus use these properties to parametrize the
model. This approach has been used in this work. An alternative is to find
the parameters in the model by comparing to experimental results. One
argument for using quantum mechanics instead of experimental results, is
that a QM calculation can often be done faster and cheaper. Besides, the
errors involved are often well documented, and it is easier to get a set of
reference data where all data have the same level of accuracy.

The start point for most quantum chemistry approaches is the Hatree
Fock equation [16]. In Hatree Fock theory the energy is found using the
variation principle and a many electron wavefunction is written as a single
determinant of one-particle wavefunctions. Further the one-particle wave-
function is expanded in terms of a basis functions. In practical applications
the basis set is finite, but it is important that the basis set is large enough
to describe the interesting region. Thus, when calculating properties where
the diffuse region is of importance, a larger basis set is needed.

The Hatree Fock approximation generally gives fairly good total en-
ergies. However, to describe energy differences a better accuracy is de-
sired. The Møller-Plesset or couple cluster approximations are a systematic
improvement of the Hatree Fock solution [16]. Density functional theory
(DFT) on the other hand can be seen as an ad-hoc modification of the Ha-
tree Fock approximation. The benefit of using DFT is that it often gives
good results at lower computational cost. However it is important to note
that there exist many DFT functionals (version of DFT) and it is important
to check the accuracy of the method for the property of interest. Since this
work is not suppose to be a study in DFT, we try to apply standard, well
known and well documented functionals in all our work.
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However to apply Eq. (2.4) on large scale simulations, classical models
for the different types of intermolecular forces are needed. As already men-
tioned, intermolecular forces can be grouped into, exchange, electrostatic,
induction and dispersion forces.

2.1 Exchange

In many particle problems, the Pauli principle needs to be taken into ac-
count, and Eq. (2.4) becomes slightly more complicated to interpret. Ex-
amine a two electron wavefunction of the form

ψ(r1,m1, r2,m2) = N (ψ1(r1,m1)ψ2(r2,m2)− ψ2(r1,m1)ψ1(r2,m1)) (2.5)

where r1 and r2 is the coordinate of particle one and two respectively, m1

and m2 is the spin (either + or -) of particle one and two respectively and N
is the norming constant. Let ψ1 and ψ2 describe two normalized functions,
which are not necessarily orthogonal, and their overlap is given by

∫
ψ∗1ψ2dτ = S (2.6)

from which one finds the norming constant,

N =
1√

2(1− S2)
. (2.7)

If ψ1(r,+) = 0 and ψ2(r,−) = 0 (or vice versa), the two particles have op-
posite spin and the overlap in Eq. (2.6) is automatically zero. The overlap
S is also zero at large separation distances, and in both these cases the reg-
ular N = 1/

√
2 is obtained. Thus ψ1 and ψ2 can be treated as independent

states, and how they move can be determined by Eq. (2.4), by identifying
ψ1 as one classical particle and ψ2 as another.

However if ψ1 and ψ2 describes particles with the same spin, S is not
zero and the normalizing constant diverges as S → 1. In the case with
two particles with the same spin, there is a large difference between the
energy obtained using an antisymmetric wavefunction and the energy ob-
tained using simpler product ψ(r1, r2) = ψ1(r1)ψ2(r2). Effectively the anti-
symmetrization of the wavefunction leads to an increased energy which in-
creases with increasing overlap S. In this work, exchange will be used as a
term which includes all energy contributions which arises due to the Pauli
principle and the anti-symmetrization of the wavefunction. However, it is
confusing that in quantum chemistry the name exchange is used as the ef-
fect of the Pauli-principle on the electron-electron Coulomb repulsion only.
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In quantum chemistry the other effects of the anti-symmetrization of the
wavefunction is more or less trivial, and thus often not mentioned. However
it must be clear that there is exchange on all energy contributions [17] and
in a Newtonian model it is important that also these effects are included.

In interaction between two atoms or two molecules, exchange will be
more difficult. However in the interaction between two closed shell systems,
exchange will lead to a strong repulsive force at low separation distances.
This is because no two electrons can be in the same electronic state and for
for closed shell systems extra electrons are forced into a more energetic state.
In force fields and MD simulation exchange between two closed shell systems
is added by adding an potential with strong repulsion at low separation
distances. For example, in the van der Waals forces the repulsion is modeled
as proportional to r−12.

Applied for the problem in this work, it is important to note that
Eq. (2.4) means that not only molecules, but also free electrons move accord-
ing to Newtonian Physics as long as the distance between the free electrons
and molecules are large. Then the overlap between the electrons in the
molecule and the free electron is small and the forces between them are
varying slowly. At short separation distance it is more problematic. How-
ever Eq. (2.4) has been exploited in the electronic force field (eFF) [14].
By modeling the exchange between two electrons with a repulsive potential,
the electrons are treated as classical particles. Similar model based on the
propagation of quantum waves also exist [18].

However, treating free electrons with a fixed spin may cause problems.
To illustrate this point, examine the case

ψ1 = ψ1(r,+) (2.8)

and

ψ2 = a+ψ2(r,+) + a−ψ2(r,−) (2.9)

where a2
+ + a2

− = 1. Then the overlap S is give by S = a−S′ where S′ =∫
ψ1(r,+)ψ2(r,+)dτ . Under the assumption that a− 6= 0, the combined

antisymmetric wavefunction, in the limit S′ → 0, can be written as

ψ =
1√
2

(ψ1(r1,+)ψ2(r2,−)− ψ1(r2,+)ψ2(r1,−)) (2.10)

and thus a singlet state is obtained and only the spin down part of ψ2

survives. Since it is unlikely that two systems far apart are in the exact
same spin state, the spin of a free electron change when it interacts with
other systems.
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In the quest of modeling a streamer, taking inspiration from the work
done on intermolecular forces is helpful, as they may be formulated generally
and thus have a wide range of use. Many of the models used for intermolec-
ular forces can be applied to the study of the interaction between molecules
and free electrons at large separation distances, and this especially apply to
the electrostatic interactions and polarization.

2.2 Electrostatic interaction

At long separation distances, electrostatic interactions are usually domi-
nant. In first order perturbation theory, the energy of a perturbed system
is calculated using the wavefunction of the unperturbed system. Thus, the
first order perturbation energy can be calculated by the electrostatic inter-
action between two static charge distributions, ρA and ρB. For this purpose
the multipole expansion may be applied

V elec =
∑ (−1)m

m!n!
M

(m)
A,αβ···T

(m+n)
AB,αβ···M

(n)
B,αβ··· (2.11)

where M (n) are the multipole moments given by

M
(m)
A,αβ··· =

∫
ρa(r)Π

m
i riαidτ (2.12)

and T (n) are the multipole interaction energies given by

T (n) = ∇nR−1 (2.13)

The zero-order multipole expansion is the charge, which for neutral molecules
is zero, while the first order multipole expansion is the dipole moment, µα.
Using quantum mechanics to find the unperturbed charge distributions, one
can use Eq. (2.12) to calculate the multipole moments of the molecule. Note
that only the lowest non-zero multipole moment is independent of the ori-
gin. Thus, for molecules with a non-zero dipole moment, the quadrupole
moment is not independent of the origin. The total energy is independent
of the choice of origin as long as the origin of the molecules used to calculate
the multipole moments are the same as the origin between the two systems
used to calculate T (n).

For charged systems, the charge (or zeroth order moment) gives the
dominating interaction terms. For neutral molecules, the dipole moment is
the first leading term (given that the dipole moment is not zero). Thus,
at large separation distances, the electrostatic interaction is fairly simple.
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However, when two molecules are close the multipole expansion may experi-
ence convergence problems [19], and this is obviously more problematic for
larger molecules.

An attractive alternative is to assign multipoles to each individual atom.
Thus obtaining atomic charges qI is one of the main concerns in molecular
modeling. Sadly there is no unique way of obtaining atomic point charges
qI from a charge distribution ρ(r). Therefore there exist multiple schemes
to calculate the charge on each atom. One of the most frequently used is
the Mulliken charges [20], which can be written as

qI = ZI −
∑

DijSij (2.14)

where ZI is the nucleus charge, Dij is a density matrix element, Sij is
the overlap of the basis function i and j. The sum runs over all basis
functions j and over all basis functions i associated with atom I. It has
been demonstrated that these charges are highly dependent on the basis set,
see for example [21]. It must also be clear that the point charges has one
and only one objective, which is to reproduce the electrostatic interaction
between two molecules. Mulikken charges indicate the value of the charges,
but it is dangerous to use them as reference data, as they are not guaranteed
to reproduce the molecular multipole moments.

It is important that the obtained atomic charges gives the correct molec-
ular multipole moments, and of course especially the dipole moment. For a
set of point charges the multipole moments can be written as

M
(m)
A,αβ··· =

∑
qIΠ

m
i riαi (2.15)

which can be compared to Eq. (2.12). In our work (paper 1) we have
optimized the parameters of the model to reproduce the molecular dipole
moments. However it is realized that using data for higher multipole mo-
ments might be necessary, as there might be many sets of charges which
gives the same dipole moment.

In polar molecules which have a high dipole moment, electrostatic in-
teraction are important. However, the multipole expansion is a general
concept, and therefore may be applied to charged systems as well as neutral
systems. High field phenomena of a polar medium are interesting in for
example energy storage in capacitors, but insulating materials are made up
of mostly non-polar molecules where the molecular dipole moment is zero.
This is because if using polar systems the energy lost in the insulator will be
to large. Therefore the induction and dispersion energy are more important
than the electrostatic when modeling an insulating medium.



2.3. Induction energy (polarization) 13

2.3 Induction energy (polarization)

In second order perturbation theory the energy is calculated by using the
perturbed (to first order) wavefunction. In this case the charge distribution
in a molecule may be modified by the presence of other molecules. The
dipole moment of atom I is modified by the presence of an electric field at
the molecule EI , which can be caused by another molecule or by an external
electric field. Using a Taylor expansion of the electric field, the energy of a
molecule in an electric field can be written as2

V = −µαEα +M
(2)
αβEαβ + · · ·+ V self (2.16)

where α and β indexes denotes the Cartesian coordinates, Eαβ = ∂Eα/∂xβ,
µ is the dipole moment and M (2) is the quadrupole moment of the system.
Here V self is the self interaction energy, which is the energy required to
induce the multipole moments. It should be noted that Eq. (2.16) assumes
a neutral system. For a charged system the monopole term qtotrαEα must
be added (this energy is not independent of the choice of origin). The dipole
moment is dependent on the electric field, and using a Taylor expansion it
can be written as

µα = µ0
α + ααβEβ +

1

2
βαβγEγEβ +

1

6
γαβγδEδEγEβ + · · · (2.17)

+Aα,βγEβγ +
1

3
Bαβ,γδEγδEβ + · · ·

+ · · ·

where µ
(0)
I,α is the permanent dipole moment, ααβ is the regular dipole-dipole

polarization, βαβγ is the first hyperpolarizability, γαβγδ is the second hyper-
polarizzability, Aα,βγ is the dipole-quadrupole polarizability and Bαβ,γδ is
the dipole-quadrupole hyperpolarizability. Note that the coefficients of a
corresponding Taylor expansion of M2 would in general be dependent on
the choice of origin. Likewise, the energy in an electric field is in general
dependent on the choice of origin, but energy differences are not.

For the dipole-dipole polarizability, the self interaction energy cancels
half the corresponding induction energy term, and to the lowest order the
induction (or polarization) energy between two molecules I and J can be
written as

V pol = −
∑

I

1

2
αmolαβ EI,αEI,β (2.18)

2using the Einsteins summing convention



14 Intermolecular forces

Where EI,α is the electric field at atom I. At large separation distances this
is the main interaction between a charged and a neutral system. Thus, the
polarizability, α of the neutral molecules are important.

The polarizability can be divided into two different types: The electronic
polarization, which is the distortion of the electronic charge concentration,
and polarization due to the movement of the nucleus. In the later the bond
distances is tweaked due to the presence of an electric field. In our work
(paper 1 and 2) we have concentrated on the electronic polarization.

In many force fields the polarizability is neglected, and the atomic
charges are kept constant. In many situations this is a good approxima-
tion, however, if studying reactions of any kind, a different approach is
needed, and including polarizability into the force field is important. Fur-
ther, for obvious reasons, a force field capable of describing reactions cannot
be based upon molecular parameters. In reactive force fields the atomic
charges cannot be constant, and the charge needs to be able to move during
the reaction. Even though the molecular polarizability in gas phase can be
calculated fairly easily using quantum mechanics, it is beneficial to have a
classical model which is capable of predicting the changes in the polarizabil-
ity due to perturbation of either the molecule itself or or its surroundings.

Polarizability models can basically be grouped into two main categories,
models based on the point dipole interaction (PDI) model [22–26], and
models based on the electronegativity equalization model (EEM) [27–31].
In EEM charge is moved from one atom to another. Each atom I is assigned
an electronegativity, χI , a hardness ηI and a potential is written as

V =
∑

χIqI + ηIq
2
I + V ext

I qI (2.19)

where V ext
I is an external potential at atom I, and the atomic charges are ob-

tained by minimizing this potential (with a restriction that the total charge
is zero). Thus in water the oxygen atom, with a higher electronegativity, will
have a negative charge while the hydrogen will be positively charged. The
charge transfer between atoms may either be due to different electronega-
tivity between the atoms, or due to the presence of an external electric field.
The first give permanent charges, while the second gives induced charges.
EEM is applied in many force field [32–35], and among them the reactive
force field Reax [36].

In the standard PDI model each atom is assigned a point dipole moment
which interacts with an external electric field and the other point dipoles in
the system,

V =
∑

αIµ
2
I − µIT (2)

IJ µJ (2.20)



2.3. Induction energy (polarization) 15

where αI is the isotropic polarization of atom I, and T
(2)
IJ is the dipole-

dipole interaction term. The standard PDI model give no permanent dipole
moments.

The advantage of EEM is that it can also be used to describe the per-
manent charges, and EEM is necessary for a good description of metallic
systems. However, the polarizability of EEM has been shown to scale as
N3 [37], which is not realistic for nonmetallic system. In paper one it is
shown that the permanent dipole moment of a molecule with a polar end
increases linearly with the size of the system in EEM. Thus using standard
EEM for nonmetallic systems is extremely risky, as it is known that both the
polarizability and the dipole moment scale incorrectly with the size of the
system (see for example paper 1). Another drawback with EEM is that it
cannot give any polarization out of the molecular plane of planar molecules.
The PDI on the other hand works better for nonmetallic systems, and can
better describe the polarization of planar molecules.

Thus both models have been used for different kinds of systems and
purposes. In paper 1 the EEM and PDI model has been merged. To be
able to do so, a nonmetallic extension of the EEM has been developed.
An alternative formulation of a nonmetallic EEM model is the split charge
model [38–42]. Except for a difference in formulation, there is no major
difference between the split charge model and the model developed here.
The biggest difference with our nonmetallic EEM model and the split charge
model is a difference in design philosophy regarding parameters. The split
charge model depends on a set of atom pair parameters, while our model
is based purely on atomic parameters. A benefit of the model developed in
paper one is that the way the model scales with the size of the system can
be modeled using one single function. The split charge model is tuned by
two independent parameters [37]

The interaction between a neutral and a charged system at long separa-
tion distance is dominated by the polarization energy. In paper 3 we study
the interaction between argon, argon cation and free electrons. We show
that the interactions at moderate separation distances may be modeled us-
ing simple models, and that the induction energy is indeed important. There
are several reason for studying argon. The polarizability model developed in
paper 1 is dependent on charge neutrality, while in a cation the total charge
is equal to +1. To expand the polarizability model for charge systems, a
model for placing the extra charge among the atoms are needed. In a mono
atomic molecule this problem is avoided, since all the charge is centered
around the single atom. This makes argon a particularly simple system
to study. Further, argon has a reachable boiling point of -189.30C, and
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streamer propagation studies in liquid argon have been performed [43,44].

2.4 Frequency dependent polarizability

The frequency dependent polarizability of a system give the response to a
time-dependent electric field, and is thus one of the fundamental properties
in optics and construction of electronic devices. Streamers emit light [1, 8,
45], and the amount of emitted light is dependent on the medium and the
mode of the streamer. Thus the study of frequency dependent polarizability
might also be useful for the problem at hand.

For low frequencies, the Unsõld approximation may be applied, and can
be written as [46]

α(ω) =
α

ω2 − ω2
(2.21)

where ω is the frequency and ω̄ can be seen as an molecular excitation en-
ergy. Without a damping term, the polarization has a pole at this excitation
frequency and above this frequency, the Unsõld approximation cannot be
applied.

In paper 2 we combine the polarizability model developed in paper
1, with a model for the frequency dependent polarizability described in
Ref. [47]. Here, a polarization similar to Eq. (2.21) is obtained, but ω is
described using atomic parameters. To obtain good results for the polariz-
ability at high frequencies an accurate value for ω is needed.

One of the more subtle advantage with the frequency dependent polar-
ization model, is that it helps parametrize the static polarizability. The
reason is that the frequency dependent polarizability is dependent on how
the static polarizability is divided into the EEM part and the PDI part. If
the static polarizability is not divided properly, large errors in the frequency
dependent polarizability are seen.

In paper 4 the excitation energy of molecules typically relevant for
streamer studies are calculated as a function of the electric field. For most
molecules the excitation energies are independent of the electric fields for
fields below 10 MV/cm. However, for tridecane, the excitation energy is de-
pendent on the electric field (see paper 5). A drawback with the frequency
dependent polarizability model developed in paper 2 is that the excitation
energy will not under any circumstances be dependent on the static electric
field. The reason is that all frequencies are completely independent of the
presence of other frequencies, including the limit where ω → 0. For high
intensities, or high electric fields, this is questionable, and as the result of
paper 4 show, the excitation energy may be dependent on the static electric
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field. However for most molecules and for small fields, the first excitation
energy is independent of the external electric field, and thus modeling the
frequency responses as independent of each other should be adequate for
most purposes.

2.5 Dispersion Forces

Calculating dispersion forces quantum mechanically requires methods which
go beyond the Hatree Fock level of theory [16], and is thus problematic for
many density function theory approximations [48]. However the concept is
fairly easy to understand. If one molecule gets a temporary dipole moment
µtmp, it will induce a temporary dipole moment in the other molecule. This
leads to an attractive force which is proportional to R−6. If the polarization
and electrostatic interactions are zero due to the symmetry of the molecules,
dispersion forces are important. This is typically the case for non-polar
organic liquids [49], such as cyclohexane which is often used as model system
for transformer oil.

For our case, the dispersion forces are important to model the liquid
before it is transformed into a plasma. Thus, when developing molecular
models for streamers, both the short range dispersion force and the long
ranged Coulomb forces have to be included. Needless to say, the addition
of long range interactions will complicate numerical computation.
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Chapter 3

Ionization Processes

The liquid phase should be possible to simulate using MD simulations, and
as shown in paper 3, for moderate separation distances the interaction be-
tween a free electron and a neutral molecule may be modeled using rather
simple models. The remaining problem arise due to the interaction at short
separation distances. How can the transition between a bound and a free
state be modeled in a force field?

Thus, questions on how a neutral molecule is ionized arises. How large
must the electric field be to ionize a molecule by tunneling? What deter-
mines photoionization probabilities, and how can the different ionization
mechanism be modeled? In theory these question may be answered by the
Schrödinger equation. However, many of these questions are challenging for
the typical quantum chemistry approach, where a wavefunction is expanded
in terms of a basis set. Free electron may be incorporated in the basis set,
by for example adding sin and cos functions. Simulating free electrons by
adding one extremely diffuse function to the basis set have been used to
calculate the IP [50]. However, if a specific free state is needed, such that
the same level of accurate description of the free states as for the bound
state are required, it will be far more problematic to apply the standard
quantum chemistry approach. In this case the approach would require an
extremely large basis set.

In chemistry it is usually ground state energies and the properties of sta-
ble systems which are interesting. However, in this case, we are interested
in a transition from a stable to an unstable system. Thus, it might be neces-
sary to use time dependent quantum mechanics, which is significantly more
difficult. Therefore obtaining desired reference quantum chemical data, such
as for example different cross sections, may be difficult. However, all ion-
ization processes are dependent on the ionization potential (IP), which may
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be defined as
IP = UA+ − UA (3.1)

where UA is the energy of the neutral molecule and UA+ is the energy of
the corresponding cation. Thus, the IP give the energy required to ionize
the molecule.

The IP of a molecule in vacuum may be calculated accurately by using
standard quantum chemistry [51–54]. In paper 4 we show that the ioniza-
tion potential is straight forward to calculate, and give good results when
compared to experiments. We also show that the IP is an important pa-
rameter for streamer initiation and propagation. The effect of additives in
pure cyclohexane has been shown to be dependent on the difference in IP
between the additive and cyclohexane [9].

As discussed in paper 4 electron capture processes are more difficult to
study. The electron affinity, EA, defined as

EA = UA − UA− (3.2)

give a measure of the stability of a negative ion, but contrary to ionization
processes, it is not a potential barrier that is needed to be crossed before
an electron is captured. This is illustrated as the electron capture cross
sections may be nonzero for electrons with zero energy [53, 55, 56]. Thus it
is unclear how important the EA is for electron capture processes.

In addition, quantum mechanically it may be difficult to distinguish be-
tween a negative ion A− and a molecule A plus a free electron e−. Stable
molecules seldom create stable negative ions, and if they do the electron
affinity is often low compared to the IP. (see for example paper 4). This
means that electrons captured by neutral molecules are usually not very sta-
ble. The calculation of the EA can be performed, however typically only for
complexes such as OH where the negative ion is stable, but the neutral sys-
tem is a radical [53,55,56]. Electron capture processes by neutral molecules
may be dependent on breaking chemical bonds, as for example in creating
a stable chloride by electron impact with a chlorinated hydrocarbon.

For this reason we focused mainly on ionization processes in paper 5.
The obvious question to answer is how the IP depend on an electric field.
The Coulomb potential in an electric field is illustrated in Figure 3.1, and
can be written as (setting E = −|E|),

V = −1/r − |E|r (3.3)

and has a maximum at V max = −2
√
E. Based on this potential the IP of a

system in an electric field can be modeled as

IP = IP0 − 2
√
E (3.4)
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Figure 3.1: Illustration of the Coulomb potential in an electric field. Taken
from paper 5

and this is the basis for the Poole-Frenkel conduction model [57]. In the
Poole-Frenkel model, the conductivity increases exponentially with the field,

σ(E) ∝ e−
βPF

√
E

kbT . (3.5)

Using a model based on an interaction between a negative point charge and
a cation described by density functional theory, it is shown (in paper 5) that
Eq. (3.4) is surprisingly accurate also for more complicated system.

Further, in paper 5, three different fundamental ionization processes are
discussed: impact ionization, photoionization and field ionization (or tun-
neling). A field dependent IP gives insight into all these possible processes,
but do not determine ionization probabilities uniquely. Streamers are as-
sumed to have 4 modes of propagation, and different propagation mecha-
nisms dominate for different modes. For example for 4th mode streamers
(fast event), photoionization is believed to be the main ionization mecha-
nism [8]. Therefore it is important to study all three ionization processes
and not only determine the energy required to ionize a system, but also
study the dynamics of the process.
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Chapter 4

Presentation of papers and
future work

Before proceeding to future work, a short recap of the papers are given.

• In paper 1 a model of the electrostatic and induction energy is de-
veloped. Both the polarizability and the dipole moment of molecules
scale correctly with the size of the molecule, which has been the main
problem with the EEM model. In this paper, analytical results for
the linear chain is obtained, which helps understand the role of each
parameter in the model.

• In paper 2, the model in paper 1 is expanded to include a frequency
dependent response. Good results are obtained for both nonmetallic
carbon systems and carbon systems with metallic properties, as for
example systems based on benzene rings.

• Paper 3 is an attempt to apply the ideas in paper 1 and paper 2
to a model relevant for streamer initiation and propagation. The
interaction between Ar, Ar+ and e− at moderate separation distances
can be described using surprisingly simple models.

• Paper 4 describes how the IP may be calculated using standard quan-
tum mechanical tools, and how it can be related to streamer studies.
In this paper a short discussion about the limitations of standard
quantum mechanical calculations are given.

• Paper 5 presents a way to calculate the field dependent IP, which is
applied to calculate the field dependence of the IP for a handful of
molecules. The results are compared to classical conductivity models.
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The main conclusion in this paper is that the IP is a field dependent
property and that the field dependence cannot be ignored in high field
phenomena.

4.1 Future work

The polarization model developed in paper 1 has mainly been tested on
carbon-hydrogen systems. In order to apply the polarization model in force
fields, thought has to be given to how to generalize the model to a generic
set of atoms. Another aspect is that it is desirable to be able to model the
dipole moment and the polarizability using the same set of parameters. In
this respect it is satisfying that the polarization model given in paper 2 uses
reasonable atomic sizes.

In paper 4 we use a polarizable continuum model (PCM) to calculate
the IP in a medium. Without an electric field, a sharp division between
the medium and molecule can be applied as the free electron is at infinite
separation. However, the model used in paper 5 for the calculation of the
IP in an electric field, includes an interaction with a point charge some
distance from the QM system. Thus with an electric field a sharp boundary
may be problematic and the result of PCM might be to dependent on where
the boundary is placed. However, an alternative is to apply the model for
Argon developed in paper 3 for a hybrid quantum mechanical/molecular
mechanics (QM/MM) model which would give a softer boundary between
the QM region and the classical region. Thus developing a QM/MM model
to calculate the field dependence of the IP in a medium may be interesting.
A remaining question is whether the effect of the medium is the same for
high electric fields as for low. One could expect that the medium has less
effect on IP if the potential (see Figure 3.1) has a maximum close to the
molecule.

For understanding streamers it would be very helpful to include ioniza-
tion processes in a molecular model. With the basis of the ideas in paper
3 and 5, simple models for ionization could be incorporated into molecular
force field, and free electrons could be modeled using quantum wave package
similar to the eFF force field [14]. An argon atom may be modeled as an
argon cation and a single electron, and some parameters (associated with
the core electrons of argon) can be adjusted such that the minimum energy
of the single electron corresponds to the IP of argon. Thus, with the single
electron as a classical particle, ionization processes could be modeled in an
MD simulation.

However, one of the main obstacle is to obtain further reference data to
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test a model. The IP of a molecule can be calculated, but ionization prob-
abilities are also desired. For argon it is therefore interesting that impact
ionization has recently been studied, both theoretically and experimentally.
However it is problematic that these studies use very large electron energies
(of the order 100eV) [58]. For modeling streamers in liquids or solids, elec-
tron energies of the order 10-20eV for the incoming electron is of far greater
interest. Another interesting topic regarding obtaining reference data is the
field dependence of photoionization probabilities, which is briefly discussed
in paper 5. If the problem with obtaining reference data could be solved, a
combination of solving Poisson’s equation by the finite element method and
using MD simulation on the interesting area should be investigated.
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Chapter 5

Conclusion

The main result of this work is the development of a polarization model.
Based on a modified version of EEM, a charge-transfer model has been
merged with the PDI model, allowing both metallic and nonmetallic sys-
tems to be modeled. The model has been solved analytically for a linear
chain, with regards to a dipole moment, static and frequency dependent po-
larizability. An analytical solution aids the understanding of the different
pieces and how they interact. Thus the analytical solution for the linear
chain is very helpful in the development stages of the model. Specifically it
is found that the degree of metallicity in the system can be described using
one single function, which we have called ε, and this is an attractive feature
of this model.

A model for the permanent and the induced atomic charges and point
dipole moments is a key ingredient in any force field, and thus the model can
be applied to force fields in general. However the general approximations
in the model may also be used to develop a force field capable of describing
a liquid to plasma transition (streamer initiation and propagation). Mono-
atomic molecules such as argon are particularly simple, and are thus nice
model systems. In an argon streamer, the interaction between the different
species at moderate separation distances may be described based on models
for the exchange, dispersion and the polarization energy.

The important interaction at short separation distances are mainly those
that describes the different ionization mechanism; impact ionization, pho-
toionization and field ionization. Calculating different ionization probabil-
ities from quantum mechanics is difficult, but all ionization processes are
strongly dependent on the IP, which for molecules in gas phase may be
calculated fairly easily with good accuracy.

Representing an electron as a negative point charge, allows the calcula-
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tion of the IP in an electric field using standard quantum chemistry. Rep-
resenting an electron as a point charge should be a good approximation as
long as the electron is far from the molecule. Based on the calculation of
the field dependence of the IP, it is important to stress that it is not a field
independent property. The classical form of the field dependence of IP is

IP = IP0 − 2
√
E (5.1)

and is surprisingly accurate also for molecular systems. Further, the field
dependence of the IP can be used to aid the interpretation of experimental
results on streamer initiation and propagation. Thus it is concluded that
Eq. (5.1) is very important in all high field phenomena.

The main obstacle in developing a force field capable of describing stream-
ers is to obtain reference data for both impact and photoionization proba-
bilities (preferable in high electric fields).
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The electronegativity equalization model �EEM� has been combined with a point-dipole interaction
model to obtain a molecular mechanics model consisting of atomic charges, atomic dipole moments,
and two-atom relay tensors to describe molecular dipole moments and molecular dipole-dipole
polarizabilities. The EEM has been phrased as an atom-atom charge-transfer model allowing for a
modification of the charge-transfer terms to avoid that the polarizability approaches infinity for two
particles at infinite distance and for long chains. In the present work, these shortcomings have been
resolved by adding an energy term for transporting charges through individual atoms. A Gaussian
distribution is adopted for the atomic charge distributions, resulting in a damping of the electrostatic
interactions at short distances. Assuming that an interatomic exchange term may be described as the
overlap between two electronic charge distributions, the EEM has also been extended by a
short-range exchange term. The result is a molecular mechanics model where the difference of
charge transfer in insulating and metallic systems is modeled regarding the difference in bond length
between different types of system. For example, the model is capable of modeling charge transfer
in both alkanes and alkenes with alternating double bonds with the same set of carbon parameters
only relying on the difference in bond length between carbon �- and �-bonds. Analytical results
have been obtained for the polarizability of a long linear chain. These results show that the model
is capable of describing the polarizability scaling both linearly and nonlinearly with the size of the
system. Similarly, a linear chain with an end atom with a high electronegativity has been analyzed
analytically. The dipole moment of this model system can either be independent of the length or
increase linearly with the length of the chain. In addition, the model has been parametrized for
alkane and alkene chains with data from density functional theory calculations, where the
polarizability behaves differently with the chain length. For the molecular dipole moment, the same
two systems have been studied with an aldehyde end group. Both the molecular polarizability and
the dipole moment are well described as a function of the chain length for both alkane and alkene
chains demonstrating the power of the presented model. © 2009 American Institute of Physics.
�DOI: 10.1063/1.3166142�

I. INTRODUCTION

Molecular mechanics force fields are in most cases used
as an alternative to ab initio quantum chemical methods in
the calculation of intra- and intermolecular energies in simu-
lations of condensed phases.1 The reason is basically that the
energy calculations using a force field only take a fraction of
the time as compared to quantum chemical calculations, and
the energy needs to be calculated repeatedly for relatively
large systems in a molecular simulation.2 A prominent excep-
tion is the Car–Parrinello method,3 where the electron den-
sity in terms of density functional theory �DFT� is propa-
gated in time but presently it is limited to relatively small
systems and short times.

A force field relies on a set of atom-type parameters that
represents the molecular charge distribution, as for example,

atomic charges to describe the electrostatics and Lennard-
Jones parameters to model van der Waals interactions. The
transferability of these atom-type parameters from one type
of molecular system to another thus becomes a central issue.4

The major difficulty is most probably the electrostatics. It
has been demonstrated that atomic charges are not
transferable,5 which obviously causes problems since the
electrostatic energy is the dominating term in most cases. An
attractive approach to overcome these problems is the elec-
tronegativity equalization model �EEM�,6–11 which is related
to concepts of DFT as electronegativity and chemical
hardness.12 In the EEM, an atom in a molecule is represented
by an atomic electronegativity and an atomic chemical hard-
ness and charge is allowed to flow between the atoms such as
the molecular electronegativity �chemical potential� is equal-
ized over the molecule. The EEM has been employed in
several force fields to obtain atomic charges,13–17 and it has
also been demonstrated that the EEM reproduces atomic

a�Author to whom correspondence should be addressed. Electronic mail:
per-olof.aastrand@chem.ntnu.no.
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charges as calculated by other methods.18–20 The EEM has
also been used to calculate molecular polarizabilities.21

Based on atom-atom charge transfer �AACT�
variables,22 several models have been developed to address
the problems with the EEM.22–26 The behavior of the EEM in
the dissociation limit has been investigated by either intro-
ducing a distance-dependent electronegativity25,26 or a
distance-dependent chemical hardness.23,24 To be able to cal-
culate the polarizability for large nonmetallic materials,
bond-type parameters have been introduced,22,23 and how
these models scale with the size of the system have been
analyzed.27 The split-charge model demonstrates the correct
scaling of the polarizability with the EEM and the AACT
model as limiting cases.23,27 The split-charge model has also
been used to analyze the dielectric properties of crystal
structures.28

It has also become more common to include electronic
polarization explicitly in force fields in terms of atomic
polarizabilities.4,29–32 The transferability of atomic polariz-
abilities is satisfactory as long as the model is restricted to
isotropic polarizabilities. In fact, over the years it has been
common to model the isotropic part of the molecular polar-
izability in terms of additive atom-type contributions.33,34 It
is difficult, however, to construct an additive model for po-
larizability tensors, apart from highly symmetric systems, as
for example, fluoro- and chlorobenzenes where ellipsoidal
carbon polarizabilities may be adopted.35

In the point-dipole interaction �PDI� model, molecular
polarizability tensors are obtained from isotropic atomic po-
larizabilities coupled to each other by the interactions of
atomic induced dipole moments in an external electric
field.36–40 The PDI model has been improved by regarding
the interaction between two charge distributions instead of
between two point particles.41–45 The model has been used
for studying polarizabilities of a variety of molecular sys-
tems including carbon fullerenes and nanotubes,44,46–49 boron
nitride tubes,50 molecular clusters,51–53 amino acids45 and
proteins,54 and in force fields for water.55 The PDI model has
also been extended to hyperpolarizabilities,56–60 optical
rotation,61–64 absorption,65 molecular crystals,66 and Raman
intensities.67–72

If a molecule is divided into subsystems, there is in prin-
ciple two distinct contributions to molecular polarization: a
charge-transfer contribution arising from that charge is flow-
ing from one subsystem to another and a polarization contri-
bution arising from internal polarization within a subsystem.
In addition to a polarizability term, the charge-transfer con-
tribution may be modeled in terms of capacitance
models,73–76 EEM,15,16,77,78 and monopole
polarizabilities.79,80 A combined capacitance and PDI model
has also been extended to electronic absorption.81

In this work, we have investigated a modification of a
combined EEM and PDI model. It includes interatomic
damping terms according to the overlap of two Gaussian
charge distributions.44 Furthermore, the self-exchange term
is included,82 and the interatomic exchange term is approxi-
mated as the overlap between two charge distributions.83 The
reformulation of the EEM into AACT terms22 allows an en-
ergy term for transporting charges to be included and is

needed for the polarizability to scale correctly with the size
of the system for nonmetallic systems. The charge transport
term can be introduced by a modification of the chemical
hardness to be dependent on interatomic distances, which
allows for a unified model for metallic and nonmetallic sys-
tems. The model is tested analytically for long linear chains,
and it has been parametrized for some model systems includ-
ing both alkane and alkene chains.

II. THEORY

A. A combined AACT and PDI model

The starting point of the presented model is a combina-
tion of the EEM and the PDI model. Thus each atom I has a
charge qI and an atomic dipole moment �I,�. The molecular
energy may be written as

V = Vqq + Vq� + V��, �1�

where Vqq is the charge-charge interaction energy, Vq� is the
charge-dipole interaction energy, and V�� is the dipole-
dipole interaction energy, respectively. The EEM is con-
tained within Vqq and the PDI model within V��, while Vq�

couples the two models. The energy is then minimized to
find the optimal qI and �I,�.

A molecule is regarded as a set of N atoms that interacts
and exchanges charge as in both the capacitance model73,76

and in the EEM.6,7,10 The main difference between a capaci-
tance model and the EEM is that the EEM also adopts an
atomic electronegativity �I

� that gives an inherent potential
difference between different elements. The charge-charge
contribution to the molecular energy Vqq is given as8,15

Vqq = �
I

N �VI
0 + ��I

� + �I
ext�qI +

1

2
�I

�qI
2 +

1

2 �
J�I

N

qITIJ
�0�qJ�

− ��qmol − �
I

N

qI� , �2�

where VI
0 is the energy of atom I in an unperturbed and

uncharged state, qI is an atomic charge created by the charge
flow between the atoms, and �I

� is an atomic chemical hard-
ness. The term including a sum over atom pairs is the Cou-
lomb electrostatic interaction, and in classical electrostatics
TIJ

�0�= 1
RIJ

�for I�J�, where RIJ is the distance between par-
ticles I and J. An interaction with an external electrostatic
potential �I

ext is also included. The last term on the right-hand
side of Eq. �2� is a constraint to keep the molecular charge
qmol preserved, where � �identified as the chemical potential�
is a regular Lagrange multiplier. If the notation TII

�0�=�I
� is

adopted and the constant term VI
0 is ignored,

Vqq = �
I

N ���I
� + �I

ext�qI +
1

2�
J

N

qITIJ
�0�qJ�

− ��qmol − �
I

N

qI� . �3�

For a system of N particles with an atomic charge and an
atomic dipole moment, the charge-dipole energy Vq� be-
comes
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Vq� = �
I,J

N

qITIJ,�
�1� �J,�, �4�

where TIJ,�
�1� is the charge-dipole interaction term given by the

gradient of TIJ
�0�. The dipole-dipole energy V�� term is the

same as in the capacitance model73,76

V�� =
1

2�
J

N

�J,��J,��
−1 �J,� −

1

2�
J

N

�
K�J

N

�J,�TJK,��
�2� �K,�

− �
J

N

EJ,�
ext�J,�, �5�

where �J,�� is an atomic polarizability, TJK,��
�2� is the dipole-

dipole interaction term given by the gradient of TIJ,�
�1� , and

EJ,�
ext is an external electric field at atom J.

To easily identify problems associated with charge trans-
fer over large distances, the AACT approach is adopted.22,23

The charge transfer qIJ is defined as the charge transfer from
atom J to atom I such as22

qI = �
J

N

LIJqIJ. �6�

For neutral molecules, the conservation of the molecular
charge may be included by imposing qJI=−qIJ and qII=0 and
may be used instead of the Lagrange multiplier. A topology
matrix LIJ is introduced where its elements are 1 if charge
transfer is allowed between atoms I and J and otherwise it is
0.22 The model is independent of how the variables are rep-
resented, and therefore, as long as the entire system is con-
nected by at least one LIJ�0, the model will be mathemati-
cally identical to the original model regardless of how the
variable substitution in Eq. �6� is written. In terms of the new
variables, the equations needed are given by

�V

�qSP
=

�Vqq

�qSP
+

�Vq�

�qSP
= 0 �7�

and

�V

��I,�
=

�Vq�

��I,�
+

�V��

��I,�
= 0. �8�

By using Eqs. �3� and �6�, the charge-charge energy Vqq may
be rewritten as

Vqq = �
I,J

N

��I
� + �I

ext�LIJqIJ +
1

2 �
I,J,K,M

N

LIKqIKTIJ
�0�LJMqJM .

�9�

Since trivially,

�
I,J

N

��I
� + �I

ext�LIJqIJ = �
I,J

N

��J
� + �J

ext�LJIqJI, �10�

and since qII=0,

�
I,J

N

��I
� + �I

ext�LIJqIJ =
1

2�
I,J

N

��I
� + �I

ext�LIJqIJ

+ ��J
� + �J

ext�LJIqJI

=
1

2�
I,J

N

��IJ
� + �IJ

ext�LIJqIJ

= �
I,J	I

N

��IJ
� + �IJ

ext�LIJqIJ, �11�

and since LIJ=LJI and qIJ=−qJI,

�IJ
� = �I

� − �J
� �12�

and

�IJ
ext = �I

ext − �J
ext. �13�

The energy in Eq. �9� is thus rewritten in terms of electrone-
gativity and potential differences as

Vqq = �
I,J	I

N

��IJ
� + �IJ

ext�LIJqIJ +
1

2 �
I,J,K,M

N

LIKqIKTIJ
�0�LJMqJM ,

�14�

which is minimized with respect to an atom-atom charge-
transfer qSP, where S	 P, leading to

�Vqq

�qSP
= LSP��SP

� + �SP
ext + �

J,M

N

�TSJ
�0� − TPJ

�0��LJMqJM� , �15�

where we have used that �V /�qSP=−�V /�qPS and TIJ
�0�=TJI

�0�.
It is noted that if LSP=0, �Vqq /�qSP is automatically zero.
Therefore, only pairs S and P such that LSP=1 are relevant.
Equation �15� is further rewritten as

�Vqq

�qSP
= �SP

� + �SP
ext + �

J,M

N

�TSJ
�0� − TPJ

�0��LJMqJM

= �SP
� + �SP

ext + �
J,M	J

N

��TSJ
�0� − TPJ

�0��

− �TSM
�0� − TPM

�0� ��LJMqJM . �16�

Defining

TSP,JM
�0� = �TSJ

�0� − TPJ
�0�� − �TSM

�0� − TPM
�0� � , �17�

an equation is obtained for each atom pair, where LSP�0, as

�Vqq

�qSP
= �SP

� + �SP
ext + �

J	M

N

TSP,JM
�0� LJMqJM . �18�

TSP,JM
�0� has the following properties:

TSP,JM
�0� = − TPS,JM

�0� ; TSP,JM
�0� = − TSP,MJ

�0� , �19�

which are obtained from Eq. �17�. Because of these symme-
tries, the resulting charge obeys qJM =−qMJ automatically,
and only the cases where S
 P and J
M have to be in-
cluded. Thereby the charge neutrality condition is fulfilled.
For the charge-dipole energy, inserting Eq. �6� into Eq. �4�
gives
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Vq� = �
I,K,J

LIKqIKTIJ,�
�1� �J,�

= �
I,K	I,J

LIKqIK�TIJ,�
�1� − TKJ,�

�1� ��J,� �20�

where again qJK=−qKJ has been used. The charge-dipole en-
ergy is also minimized with respect to the charge transfer qSP

as

�Vq�

�qSP
= LSP�

J

N

�TSJ,�
�1� − TPJ,�

�1� ��J,�. �21�

Introducing the notation

TSP,J,�
�1� = TSJ,�

�1� − TPJ,�
�1� , �22�

we obtain

�Vq�

�qSP
= LSP�

J

N

TSP,J,�
�1� �J,�. �23�

Analogously

�Vq�

��J,�
= �

S,P	S

�TSJ,�
�1� − TPJ,�

�1� �LSPqSP

= − �
S,P	S

�TJS,�
�1� − TJP,�

�1� �LSPqSP, �24�

where it is used that TJS,�
�1� =−TSJ,�

�1� . Introducing the notation

TJ,SP,�
�1� = TSJ,�

�1� − TPJ,�
�1� = − �TJS,�

�1� − TJP,�
�1� � = �TSP,J,�

�1� �T �25�

leads to

�Vq�

��J,�
= �

S,P	S

TJ,SP,�
�1� LSPqSP. �26�

Finally, the differentiation of V�� with respect to �J,�

gives

�V��

��J,�
= �J,��

−1 �J,� − �
K�J

N

TJK,��
�2� �K,� − EJ,�

ext . �27�

The entire model is put together by inserting Eqs. �18�,
�23�, �26�, and �27� into Eqs. �7� and �8� and may be written
as a matrix equation,

�TSP,JM
�0� TSP,J,�

�1�

TI,JM,�
�1� TIJ,��

�2� ��qJM

�J,�
� = �− �SP

� − �SP
ext

EI,�
ext � , �28�

where TII,��
�2� =�I

−1���. Only atom pairs where LSP=1 and
LJM =1 are included in the matrix, since the matrix elements
are zero if either LSP or LJM is zero. The number of equations
is thus reduced, but the model is unchanged as long as all
atoms in the system are connected by at least one LIJ�0.
The reason is simply that Eq. �28� gives the optimal distri-
bution of the charges, and it does not care about how the
charges are transferred in the system. In the remainder of this
work the topology matrix is not given explicitly. Instead a
sum of the type �I,J indicates a sum over all pairs I and J
such that LIJ=1, and likewise �I,J	I indicates a sum over all
pairs I and J such that J	 I and LIJ=1.

The total size of the matrix in Eq. �28� is �3N+SP
�3N+SP�, where N is the number of atoms and SP is the
number of atom pairs considered in the topology matrix LSP.
If LSP=1 for bonded atoms and is zero otherwise, SP is
simply the number of chemical bonds in the system. As long
as the number of bonds is approximately equal to the number
of atoms in the system, the size of the matrix to be inverted
is almost the same as in formulation of the combined EEM
and PDI model in terms of point charges and point-dipole
moments.

This model is so far identical to a combined EEM and
PDI model as long as all atoms are connected by at least one
LIJ�0. The combined EEM and PDI model thus depends on
three atom-type parameters �I

�, �I
�, and �I which have to be

specified. The method is in analogy to DFT where the energy
functional is minimized with respect to the electron charge
distribution.11,12 An advantage with the energy expressions
given above is that all energy terms are either linear or qua-
dratic in qI �and thus also in terms of qIJ� and �J,� which
leads to a linear set of equations to obtain the atomic charges
and dipole moments which can be solved by regular matrix
techniques.

The field-independent quantities qJM
0 and �J,�

0 are gov-
erned by

�TSP,JM
�0� TSP,J,�

�1�

TI,JM,�
�1� TIJ,��

�2� ��qJM
0

�J,�
0 � = �− �SP

�

0
� �29�

and give atomic charges as well as atomic and molecular
dipole moments. The molecular dipole moment ��

mol is given
as

��
mol = �

I

RI,�qI
0 + �

I

�I,�
0

= �
I,M

RI,�qIM
0 + �I,�

0

= �
I,M	I

RIM,�qIM
0 + �

I

�I,�
0 . �30�

A homogeneous electric field E�
ext is assumed such that

the electrostatic potential at atom I is �I
ext=−RI,�E�

ext �plus an
arbitrary constant�. By taking the derivative with respect to
the electric field on both sides of Eq. �28�, an equation for
the quantities �qJM /�E


ext and ��J,� /�E

ext is obtained as

�TSP,JM
�0� TSP,J,�

�1�

TI,JM,�
�1� TIJ,��

�2� ���qJM/�E

ext

��J,�/�E

ext� = �RSP,


��

� , �31�

where RJM,
=RJ,
−RM,
 and RJ,
 is the position of atom J.
The molecular polarizability ���

mol may thus be calculated as

���
mol =

���
ind

�E�
ext = �

I

RI,�
�qIM

�E�
ext +

��I,�

�E�
ext

= �
I,M	I

RIM,�
�qIM

�E�
ext + �

I

��I,�

�E�
ext . �32�

From Eq. �31� it is noted that the polarizability is indepen-
dent of the atomic electronegativities.
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B. Damping of electrostatic interactions and exchange
terms

In our previous work on the PDI model,44 Gaussian dis-
tributions have been employed for atomic charges,

qI��I
�

�
�3/2

e−�I
�rI

2
, �33�

where the width of the distribution �I
� is an additional atom-

type parameter. Note that the total atomic charge is qI. The
electrostatic interaction energy between two Gaussian charge
distributions VIJ is given as84

VIJ = qIqJ
erf��aIJRIJ�

RIJ
, �34�

where

aIJ =
�I

��J
�

�I
� + �J

� . �35�

In our previous work,44 we have regarded a “scaled distance”
RIJ

s ,

RIJ
s =

RIJ

erf��aIJRIJ�
, �36�

such that

V =
qIqJ

RIJ
s . �37�

The scaled distance may be approximated as85

RIJ
s =�RIJ

2 +
�

4aIJ
, �38�

which has the same limiting behavior as Eq. �36� at
RIJ→� and RIJ→0. In our model, we differentiate with re-
spect to RIJ

s instead of RIJ in the calculation of electric fields
and electric field gradients.44

To add exchange terms to the molecular energy in Eq.
�9�, an analogy is made to the Hartree–Fock approximation,
where the energy V may be written as86

V = Hi + Jii + Jij + Kii + Kij , �39�

where Hi is the one-electron term, Jii and Jij are the self-
Coulomb and Coulomb terms, respectively, and Kii and Kij

are the self-exchange and exchange terms, respectively. It is
noted that the self-exchange term exactly cancels half of the
self-Coulomb term, and the self-exchange is thus trivially
included by modifying Eq. �2�,82

Vqq = �
I=1

N �VI
0 + ��I

� + �I
ext�qI +

1

4
�I

�qI
2 +

1

2 �
J�I

N

qITIJ
�0�qJ�

− ��qmol − �
I

N

qI� . �40�

In practice, it only results in a scaling of the �I
� with a factor

of 2 unless �I
� also contribute to other energy terms. This can

be achieved by including the condition that the Coulomb
term in the limit of RIJ→0 in Eq. �38� is equal to the self-

Coulomb term in line with the work by Mayer.77 This con-
dition leads to the following relation between the �I

� and �I
�

parameters,

�I
� = lim

RIJ→0

1

RIJ
s =�2�I

�

�
. �41�

At an intermediate range, the interparticle exchange energy
may be approximated as being proportional to the square of
the overlap of the particle wave functions �I,

87

VIJ
exch = C	�I
�J�2, �42�

where C is a prefactor to be determined. In this model,
Eq. �42� is approximated by the overlap of charge
distributions,83,88

VIJ
exch = C� �I�Jd� . �43�

At this stage, the atomic charge is partitioned into a nuclear
ZI and an electronic nI contribution since the overlap only
refers to the electronic charge distribution,

qI = nI + ZI. �44�

It might be useful to include the core electrons in an effective
nuclear charge ZI

eff and only regard the overlap of the valence
electrons nI

val,

qI = nI
val + ZI

eff. �45�

If a Gaussian distribution of the valence electrons is as-
sumed, analogous to Eq. �33�,

nI
val��I

�

�
�3/2

e−�I
�rI

2
, �46�

the interatomic exchange energy becomes

VIJ
exch = CnI

valnJ
val�aIJ

�
�3/2

e−aIJRIJ
2

, �47�

where the Gaussian product rule has been used and aIJ is
defined in Eq. �35�. To determine the prefactor C, we again
use the limiting behavior, i.e., that the interparticle exchange
term should approach the self-exchange term at short dis-
tances,

−
1

2
�I

� = −��I
�

2�
. �48�

The following relation fulfils this condition,

VIJ
exch = −�aIJ

�
e−aIJRIJ

2
nI

valnJ
val. �49�

To be consistent with the model for the electrostatics, this
energy term is written as a function of the charge transfer
qIM, and the charge is therefore rewritten as

qI = ZI
eff + nI

val = ZI
eff + nI

�0� + �
K

qIK, �50�

where nI
�0�=−ZI

eff is the number of valence electrons in the
unperturbed atom. Thus,
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nI
val = nI

�0� + �
K

qIK. �51�

The total number of valence electrons in the atom is nI
�0�

modified by the total amount of electrons given or received
from other atoms through the variables qIK. Equation �49� is
rewritten as

Vexch = − �
I,K,J,M

�aIJ

�
e−aIJRIJ

2
qIKqJM

− 2 �
I,J,M

�aIJ

�
e−aIJRIJ

2
nI

�0�qJM

− �
I,J

�aIJ

�
e−aIJRIJ

2
nI

�0�nJ
�0�. �52�

The last term in Eq. �52� is independent of qIK and can there-
fore be ignored. Comparing with Eq. �9�, the exchange terms
modify �J

� as

�J
� → �J

� − 2�
I

�aIJ

�
e−aIJRIJ

2
nI

�0� �53�

and TIJ
�0� as

TIJ
�0� → TIJ

�0� −�aIJ

�
e−aIJRIJ

2
. �54�

Thus the exchange terms can be included by simply modify-
ing the atomic electronegativity and the Coulomb interaction
terms. An exchange repulsion energy as a modification of the
Coulomb term has also been presented elsewhere.89

C. Charge transport energy and distance-dependent
chemical hardness

In the EMM, charge transfer occurs between two infi-
nitely separated particles either because of a difference in
electronegativity, which is the case if the two particles are
different, or because of a difference in the external electro-
static potential, for example caused by a homogeneous exter-
nal electric field.76 Likewise, it can be realized that the EEM
has a similar problem for infinitely long chains. The polariz-
ability becomes infinite by charge transfer in infinitely long
chains, thus the EEM may be referred to as a metallic model.

Consider a two-atom system, 1 and 2, where point-
dipole terms are ignored. In this system there is only one
bond SP=12 and thus Eq. �7� gives one equation to be
solved,

��1
� + �2

� − 2T12
�0��q12 = − ��12

� + �12
ext� . �55�

In this case q1=−q2=q12, which results in

q1 = − q2 =
− �12

�

��1
� + �2

�� − 2T12
�0� +

− �12
ext

��1
� + �2

�� − 2T12
�0� , �56�

where the first term on the right-hand side gives the perma-
nent atomic charges and the second term gives a contribution
to the polarizability in the case of a homogeneous external
electric field. For very long distances, T12

�0�
0, and Eq. �56�
is reduced to

q1 = − q2 =
− �12

�

�1
� + �2

� +
− �12

ext

�1
� + �2

� , �57�

which illustrates the shortcomings of the EEM.
The atom-pair charge qIJ in the Mulliken approach90

may be written as

qIJ = �
i�I

�
j�J

DijSij , �58�

where Dij is a density matrix element, Sij is an overlap ma-
trix element, and i and j are sums over basis functions re-
stricted to atoms I and J, respectively. The overlap between
two basis functions Sij declines exponentially with the dis-
tance between atoms I and J �assuming I�J�, and thus the
charge transfer approaches zero at large interatomic dis-
tances.

It may be argued that an orbital overlap term of the form
Sij is missing in Eq. �56�. One may consider to add an over-
lap term to the electronegativity difference,25,26

�12
� = ��1

� − �2
��S12, �59�

such that a nonzero overlap of the orbitals of atoms 1 and 2
is required for a charge transfer. This modification would,
however, only affect the permanent atomic electric moments
and not the polarizability. Instead, we have chosen to modify
the chemical hardness term as

��1
� + �2

��S12
−1, �60�

such that the required work for charge transfer increases ex-
ponentially with the distance between two atoms. Thus the
energy terms in Eq. �9� of the form

1

2
�I

�qIKqIM �61�

are modified as

1

2
�I

�SIK
−1/2SIM

−1/2qIKqIM . �62�

Based on the Gaussian charge distribution in Eq. �33� a func-
tional form for the overlap SIJ may be chosen as

SIJ = e−aIJRIJ
2

. �63�

This scheme will solve the two-atom problem in Eq. �56�
as the charge transfer will decline exponentially with the
distance between two atoms. A distance-dependent chemical
hardness has also been proposed elsewhere to get the correct
dissociation behavior.24 Assuming that SIJ=0 for atom pairs I
and J which are not neighbors, the charge transfer qIJ may be
ignored for these pairs, which justify the use of a topology
matrix LIJ. However, if all atoms in the system are connected
by a nonzero SIJ the model is in practice unmodified in the
sense that charge transfer is allowed from one end of the
molecule to the opposite end without an energy cost.

To investigate the problem with infinitely long chains a
linear three-particle system is considered. If an electrical
field is applied along the chain, charge will flow as
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•K←
qKI

•I←
qIM

•M , �64�

and charge are transported from atom M through atom I to
atom K. Note that the charge on atom I is given as qI=qIM

+qIK=qIM −qKI. A simple way of adding an energy for trans-
porting charge through atom I is

��I
�qKIqIM , �65�

where K�M and � is an additional parameter larger than
zero. The chemical hardness terms of the charge-charge en-
ergy for the three-particle system become

V� =
1

2
�K

� qKI
2 +

1

2
�I

��qKI
2 − 2�1 − ��qKIqIM + qIM

2 �

+
1

2
�M

� qIM
2 . �66�

The differentiation with respect to qKI and qIM gives

�V�

�qKI
= ��K

� + �I
��qKI − �1 − ���I

�qIM �67�

and

�V�

�qIM
= ��M

� + �I
��qIM − �1 − ���I

�qKI. �68�

If �	1, the effective chemical hardness for atom I will be
negative. Therefore, � must obey the following condition:

0 � � � 1. �69�

In larger systems, charge will flow through many atoms, and
the energy transport term in Eq. �65� is applied repeatedly.
The idea is that the energy for transporting charge through
atoms by Eq. �65� leads to a nonmetallic model when � is
close to 1, and a metallic model in the case �=0. If �=0 the
EEM8,15 is obtained and if �=1 the AACT model22 is ob-
tained. Thus this model is similar to the split-charge model23

in the sense that both EEM and AACT are obtained as lim-
iting cases.

The � parameter should be adjusted automatically de-
pending on the character of the chemical bond. For example
carbon-carbon �-bonds behave differently than carbon-
carbon �-bonds. Therefore, the correction in Eq. �65� is in-
troduced by modifying Eq. �62� as

1

2
�I

�SIK
−1/2SIM

−1/2gI,KM�RKI,RIM�qKIqIM , �70�

where gI,KM�RKI ,RIM� is a function of the distances RKI and
RIM. The different charge-transfer characteristics of �- and
�-bonds will therefore rely on the small differences in the
bond length between �- and �-bonds.

To obtain Eq. �62� in the two-atom case we set gI,KM

=1 when K=M. Furthermore, the energy expression in Eq.
�70� becomes equivalent to Eq. �66� if SIK=SIM,

�I
� → �I

�SIK
−1, �71�

and if

� = 1 − gI,KM�RKI,RIM� . �72�

In an ideal linear chain, all distances between neighbors
are equal, RI−1,I=RI,I+1. However, in alkene molecules with
alternating double bonds, this is not the case. The distance
between the carbons alternates, which makes it difficult to
define a function gI,KM giving an � small enough for the
alkenes while being large enough for alkane molecules.

This is illustrated in Table I where bond-distance stan-
dard deviations are given for some alkene molecules. The
standard deviation in bond distances for carbon in alkenes
should be compared to the difference in the average bond
distance in alkene and the average bond distance in alkane
chains. A simple Gaussian function for each atom pair would
not work as the small variation in bond distances will deter-
mine how close to 1 the function gI,KM can be, if it is also
required that gI,KM should be close to zero for the alkane
systems.

However, for alkene molecules with alternating double
bonds, the sum RI−1,I+RI,I+1 varies much less compared to
the bond distances RI,I+1. From Table I, it is noted that the
variation in RI−1,I+RI,I+1 is an order of magnitude smaller.
Therefore the following form of gI,KM is adopted:

gI,KM�RIK,RIM� = e−C�RIK + RIM − 2RI
� − RK

� − RM
� �2

, �73�

where C is a global parameter and RI
� is an additional atom-

type parameter.
It is noted that the form of gI,KM used here has been

designed for carbon single and double bonds. In Eq. �73�, it
is assumed that the sum of the distances RIM and RIK is less
than the sum of the parameters 2RI

�+RK
� +RM

� . For example
for carbon triple bonds, this assumption is not true and there-
fore the functional form in Eq. �73� would need some adjust-
ments in this case.

In molecular systems where all atoms are bonded to at
least one other atom the function SIK is of less importance.
Since SIK should be close to one when RIK=RIK

bond, the param-
eter RI

� can be used to modify Eq. �63� as

TABLE I. Bond distances for alkene molecules �atomic unit�.

No. Ca 	RI,I+1�b SRI,I+1
c 	RI−1,I+RI,I+1�d SRI−1,I+RI,I+1

e

2 2.5255 ¯ ¯ ¯

4 2.6175 0.1230 5.3060 ¯

6 2.6314 0.0999 5.3025 0.0112
8 2.6368 0.0876 5.3009 0,0111

10 2.6396 0.0795 5.2999 0.0106
14 2.6424 0.0689 5.2989 0.0096
18 2.6437 0.0623 5.2982 0.0088
22 2.6443 0.0573 5.2973 0.0080
26 2.6448 0.0536 5.2968 0.0074
48 2.6458 0.0418 5.2953 0.0056

aC is the number of carbon atoms.
bRI,I+1 is the distance between two neighboring carbon atoms, while 	RI,I+1�
is the average of RI,I+1 for a given molecule.
cSRI,I+1 is the standard deviation of RI,I+1 within the given molecule.
d	RI−1,I+RI,I+1� is the average of the sum of these two distances.
eSRI−1,I+RI,I+1

is the standard deviation of RI−1,I+RI,I+1 within the given mol-
ecule
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SIK = e−aIK�RIK − RI
� − RK

� �2
�74�

if RIK	RI
�+RK

� and SIK=1 otherwise. This form has the ad-
vantage that the model will be closer to the original EEM for
molecular systems, while Eq. �63� is still obtained in the
limit when RIK becomes large.

The modification in Eq. �70� only modifies TSP,JM
�0� in Eq.

�17� when S=J, P=M, K=J, or K=M, or a combination of
these. The modified TSP,JM

�0� tensor becomes, assuming all in-
dexes J, M, S, and P are different,

TSP,SM
�0� = TSS

�0�SSP
−1SSM

−1 gS,PM − TPS
�0� − TSM

�0� + TPM
�0� ,

TSP,JS
�0� = TSJ

�0� − TPJ
�0� − TSS

�0�SSP
−1SJS

−1gS,PJ + TPS
�0�,

TSP,PM
�0� = TSP

�0� − TPP
�0�SPS

−1SPM
−1 gP,SM − TSM

�0� + TPM
�0� ,

TSP,JP
�0� = TSJ

�0� − TPJ
�0� − TSP

�0� + TPP
�0�SPS

−1SPJ
−1gP,SJ,

TSP,SP
�0� = TSS

�0�SSP
−1SSP

−1 − TPS
�0� − TSP

�0� + TPP
�0�SSP

−1SSP
−1 ,

TSP,PS
�0� = TPS

�0� − TSS
�0�SSP

−1SSP
−1 − TPP

�0�SSP
−1SSP

−1 + TSP
�0�,

TSP,JM
�0� = TSJ

�0� − TPJ
�0� − TSM

�0� + TPM
�0� . �75�

This tensor still has the symmetries in Eq. �19� and only the
cases S	 P and J	M need to be considered in the final
equations.

Without the additional charge transport energy term, the
total energy is only determined by the charge qI, and the
charge transfers qJM are not necessarily uniquely determined
by minimizing the energy. For example, in ring structures
there are many sets of charge transfers which give the same
set of charges qI, and therefore the final matrix governing
qJM will be singular.25 However, the introduction of a charge
transport energy takes care of this problem. Consider a ring
structure of K identical atoms with hardness �� and �=1
−gI,KM. Each atom gives a charge qIK to the next atom in the
ring, at the same time as each atom receives the same amount
of charge from the previous atom. In this system, the atomic
charges are zero, so the Coulomb energy and the unmodified
hardness energy are also zero. The only nonzero energy is
the cost of transporting charge, which can be written as

K���qIK
2 . �76�

When �	0, this energy is at minimum when qIK=0, while
qIK cannot be uniquely determined if �=0.

III. CALCULATIONS AND PARAMETRIZATION

It is advantageous to use quantum chemical calculations
for the parametrization of a molecular mechanics model
since a consistent data set may be obtained. In our previous
work, we have used Hartree–Fock calculations for the
parametrization.50,54,59,91 In principle, DFT gives an im-
proved description of molecular properties over Hartree–
Fock, but for polarizabilities of large systems many function-
als present problems and several improvements have been
suggested.92–100 We therefore use current-DFT �c-DFT� for
the calculation of the polarizability with the AUG/ATZP ba-

sis set, which gives improved results for the polarizability for
large systems.101 For the dipole moment and geometry opti-
mization, the BLYP functional and the TZP basis set were
employed. The ADF software102–104 was used for all quantum
chemical calculations. DFT calculations have previously
been used to parametrize the PDI model for amino acids.45

To test the model, a parametrization has been carried out
for alkanes and alkenes with alternating double bonds, where
both the molecular polarizability and the dipole moment be-
have differently as a function of the chain length. In the
calculations of the dipole moment, an aldehyde group has
been added to the end of the molecule to obtain a nonzero
dipole moment. It is also advantageous that the alkene sys-
tems are planar. Since the charge-transfer term only gives
contributions to the in-plane components of the polarizabil-
ity, planar molecules are useful to establish the correct bal-
ance between charge and dipole terms to the polarizability.

In addition to parametrizing the model for molecules, the
model is analyzed analytically for model chains in Appendi-
ces A and B. The two different types of results serve two
different purposes. Calculations on molecules show that the
model is capable of reproducing realistic data, while analyti-
cal results provide a deeper understanding of the model.
However, both types of results prove that the model is ca-
pable of predicting the correct scaling of both the dipole
moment and the polarizability.

The topology element LIK was set to 1 if the atoms I and
K are bonded and zero otherwise. When determining if two
atoms are bonded or not, the distance RIK was compared to
known bond distances. If RSP�1.3RSP

bond, LSP is one and oth-
erwise it is zero. The bond distances are chosen as RCH

bond

=1.09 Å, RCC
bond=1.54 Å, RCO

bond=1.36 Å, and ROH
bond

=0.96 Å, respectively.
The following parameters have thus been used: the

atomic polarizability �I, a width of a Gaussian �I
�, which

describes the damping of electrostatics, exchange interac-
tions and the overlap SIK, the electronegativity �I

�, and the
chemical hardness �I

�, and to describe the function gI,KM we
have RI

� and a global parameter C. It is assumed that hydro-
gen atoms only get a charge transfer from neighboring at-
oms, thus gI,KM =0 when one of the involved atoms is a hy-
drogen.

Different atom-type parameters have been used for the
dipole moment and the polarizability. For the response to an
external electric field the bandgap is important, while the
dipole moment may be regarded as a result of the formation
of chemical bonds and molecules. However, for each prop-
erty, the same parameters have been used for all molecules.

Molecular dipole moments and polarizabilities were cal-
culated using the model and compared to data obtained from
DFT and c-DFT respectively, and in both cases, the param-
eters were optimized to minimize the absolute root mean
square deviation �RMSD�. In this respect, molecules with a
large dipole moment/polarizability are more important than
molecules with small values of the properties.

A. Dipole moment

In Fig. 1, the molecular dipole moment of the alkenal
and alkanal molecules is given as a function of the number of
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carbon atoms, while the optimized parameters are presented
in Table II. The RMSD is 0.05 a.u., which is satisfyingly low
compared to the magnitude of the molecular dipole moment.
Figure 1 shows that the model is capable of modeling the
dipole moment for both the alkanal and alkenal molecules
for various chain lengths. Note that the total dipole moment
is almost constant for the alkanal systems, which had not
been possible to obtain with the EEM without introducing an
extra energy term for transporting charge.

The analysis of the dipole moment is presented in Ap-
pendix A. A linear chain composed of identical atoms apart
from one atom with higher electronegativity at one end of
the chain is studied. The atomic dipole moments are only
nonzero due to interactions with atomic charges, and there-
fore it is assumed that the atomic dipole moments are of less
importance for all systems. In the case �
0, the molecular
dipole moment is given by Eq. �A11�, and in the case �
1
the dipole moment is given by Eq. �A7�, where in both cases
the Coulomb interactions are neglected. In the first case ��
=0�, the electronegative atom receives charge from the entire
system, while in the latter case ��=1� the electronegative
atom receives charge only from its nearest neighbor. Thus
when �=0 the effect of the electronegative atom is global,
while when �=1 the effect is local. As a direct consequence
of this fact, the Coulomb interaction becomes small for large
systems in the case �
0 but noticeable when �
1. An ap-
proximation of the effect of the Coulomb interaction for the
latter case is obtained in Eq. �A30�.

The dipole moments of the alkanals are almost constant
while the dipole moment for the alkenals increases with the

length of the molecule as found in Fig. 1. Thus Eqs. �A11�
and �A7� are good approximations for the two different sys-
tems, and the differences can be explained in terms of the
differences in �.

The molecular coordinate systems and the atomic labels
for some molecules are given in Fig. 2. The molecular dipole
moment can be divided into a charge-transfer part and a con-
tribution from atomic dipole moments. For pentadienal, the
charge-transfer part is �x=1.47 a.u., while the total dipole
moment is 1.56 a.u. For �y, the same trend is found where
the charge-transfer part alone gives a dipole moment of 0.52
a.u. of the total moment of 0.62 a.u. The major part of the
molecular dipole moment is therefore given by the charge-
transfer term as expected.

From Table III it is found that the atomic dipole mo-
ments are small. Furthermore, the main difference between
the charge distribution in pentanal and pentadienal is that the
charge on the first carbon �C1� is higher in pentanal than in
pentadienal. However the charges on the other carbon atoms
�C2–C5� are higher in pentadienal as compared to pentanal.
These charges are also higher when compared to the carbon
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FIG. 1. The dipole moment as a function of the number of carbon atoms in
alkenal and alkanal chains, respectively. Alkenal: model —, DFT �; Alka-
nal: model ¯¯, DFT �.

TABLE II. Parameters for dipole moment model �atomic unit�.

Atom �I �I
� �I

� RI
� �I

�

H 0.9601 5.3712 0.0a
¯

b 0.4
C 8.0700 0.0824 0.0649 1.313 1.0
O 3.7000 0.0038 0.8353 0.775 1.1

C=5.0

aThe electronegativity of hydrogen is chosen to be zero.
bgI,KM =0 when at least one of the atoms I, K, or M is hydrogen.

(a)Butadiene

(b)Pentadienal

(c)Pentanal

FIG. 2. Atom labels for butadiene, pentadienal, and pentanal. For the alkane
and alkanal molecules, the x-axis is along the alkane chain, the y-axis is in
the carbon-carbon plane, and the z-axis is perpendicular to the carbon-
carbon plane. The alkene and alkenal molecules are planar molecules, and
for these systems the z-axis is the out-of-plane axis, the x-axis is along one
C–C double bond �along the bond between C2 and C3 in pentadienal and
along the bond between C1 and C2 in butadiene�, and the y-axis is the other
in-plane axis.
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charges in butadiene. As expected, the charge transfer to the
carbon atom in the carbonyl group is redistributed to the
neighboring carbon atoms in a �-system, whereas it is al-
most localized to the carbonyl group for the alkanes. Except
for the charge on the first hydrogen atom �H1�, which is
slightly lower in pentadienal and pentanal compared to buta-
diene, the hydrogen charges are similar in all three cases.
Thus the charge transfer between hydrogen and carbon is not
significantly altered by the carbonyl group.

The charge distribution in alkanal and alkenal is not as
simple as in the analysis of the model chain, mainly due to
the small charge transfer between hydrogen and carbon.
However, the main result that the charge transfer is more
localized in pentanal as compared to pentadienal is in agree-
ment with the analytical results in Appendix A.

B. Polarizability

In Table IV, the parameters for the polarizability model
are presented. In Figs. 3 and 4, the model is compared to
c-DFT calculations by presenting the polarizability per car-
bon atom versus the number of carbon atoms. Presenting the
polarizability per carbon atom makes the transition from me-
tallic behavior �polarizability scale as the number of atom K2

or higher� to nonmetallic behavior �polarizability propor-
tional to the number of atom K� clearer in the figures since
the polarizability per carbon atom approaches a constant in
the latter case. The RMSD is 21 a.u., which is small com-
pared to the size of the polarizabilities. Since the errors are
small both for the alkane and the alkene molecules, we find

that the model is capable of describing the molecular polar-
izability in both cases. Comparing Figs. 3 and 4, it is noted
that the polarizabilities for alkene and alkane behave differ-
ently. The polarizability for the alkenes varies more both
with respect to length and the orientation of the molecule.

In Appendix B, the polarizability is calculated for a lin-
ear chain of identical atoms in two different cases. When
K��1, where K is the number of atoms and �=1−gI,KM, it is
argued that the polarizability along the linear chains scales as
at least K2. In the other case, where K��1, the polarizability
is given in Eqs. �B43� and �B44�. It is found that the polar-
izability is proportional to the number of atom K and there-
fore scales with the length of the chain as a nonmetallic
system should. Also in this case, both the Coulomb and the
charge-dipole interactions become negligible. Thus the
charge-transfer terms of the polarizability are independent of
the point-dipole term when K��1. In the other case K��1,
neither the Coulomb interaction nor the charge-dipole inter-
actions are necessarily small.

TABLE III. Atomic charges and dipole moments �atomic unit�.

Atom

Pentanal

Atom

Pentadienal

Atom

Butadiene

q �x �y �z q �x �y q �x �y

O1 �0.382 �0.005 �0.001 �0.002 O1 �0.399 �0.006 �0.001
C1 0.329 �0.007 0.001 �0.007 C1 0.270 �0.020 �0.003
C2 �0.035 0.059 0.055 �0.025 C2 0.003 0.036 0.047 C1 �0.132 0.042 �0.005
C3 �0.104 0.050 0.048 �0.016 C3 �0.017 0.037 0.049 C2 �0.064 �0.015 �0.032
C4 �0.118 0.040 �0.008 �0.030 C4 �0.029 0.040 0.006 C3 �0.064 0.015 0.032
C5 �0.193 �0.013 0.007 0.009 C5 �0.097 �0.003 0.006 C4 �0.132 �0.042 0.005
H1 0.011 0.009 �0.016 0.008 H1 0.016 0.008 �0.015 H1 0.066 0.004 �0.005
H2 0.041 0.005 0.005 0.004 H2 0.040 �0.003 0.008 H2 0.065 0.004 0.004
H3 0.041 �0.001 0.008 �0.004 H3 0.045 0.004 0.001 H3 0.065 �0.003 �0.006
H4 0.052 0.004 0.004 �0.002 H4 0.052 0.002 0.001 H4 0.065 0.003 0.006
H5 0.051 0.004 0.003 �0.002 H5 0.057 0.001 0.002 H5 0.065 �0.004 �0.004
H6 0.058 0.003 	−0.001 �0.004 H6 0.060 
0.001 
0.001 H6 0.066 �0.004 0.005
H7 0.058 0.004 �0.002 �0.001
H8 0.063 �0.002 0.003 �0.001
H9 0.063 0.001 0.001 0.003
H10 0.067 �0.002 �0.002 
0.001

TABLE IV. Parameters for the polarizability model �atomic unit�.

Atom �I �I
� RI

� �I
�

H 0.9601 0.0736 ¯

a 0.4
C 8.0700 0.1080 1.2996 1.0

C=6.0

agI,KM =0 when at least one of the atoms I, K or M is hydrogen.
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FIG. 3. The polarizability per carbon atom for alkene chains with alternating
double bonds. xx-component: model —, c-DFT �; yy-component: model
− ·−, c-DFT �; zz-component: model ¯¯, c-DFT �.
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The similarities between a linear chain composed of
identical atoms and the alkane and alkene chains are evident.
The polarizability for both the alkane and alkene chains
scales linearly with the length of the chain for long chains.
Therefore, for long chains Eq. �B43� is valid for both cases,
where the differences between the systems may be explained
only in terms of �=1−gI,KM. The analytical results also pre-
dict that the scaling of the polarizability changes from qua-
dratic �or higher� to linear when going from a case where
K��1 to K��1. For alkene chains this is exactly what both
the model and c-DFT calculations give �see Fig. 3�. Alkene
chains start to scale linearly at �20 carbon atoms, and it is
noted that putting 20�=1 gives a good starting point for de-
termining the parameters in gI,KM in Eq. �73�. For alkane
chains, � is large enough such that K� is never much smaller
than 1. Therefore it scales linearly with the length of the
chain for all K. This shows how important it is to get the
right form of gI,KM. An �=1−gI,KM of 0.05 is very different
from 0.01, since the latter will start to scale linearly with the
number of carbons atoms at K=100 instead of at K=20.
Small differences in � may lead to huge differences in the
polarizability for large systems.

In Fig. 5, the charge-transfer and the point-dipole contri-
butions to the polarizability are presented. For all systems,
the point-dipole term per carbon atom is constant, which is in
agreement with Eq. �B43�. For short alkene chains, the
charge-transfer part of the polarizability per carbon atom in-
creases for the in-plane components but approaches a con-
stant for longer chains. In these cases, the charge-transfer
term dominates. The out-of-plane component for the alkene
chains obviously has no charge-transfer component. For al-
kane systems, the point-dipole terms dominate for all com-
ponents. This illustrates that charge-transfer may or may not
be important for the molecular polarizability depending on
what kind of system that is studied.

In Eq. �B43�, it is seen that it is a combination of �=1
−gI,KM and �� that determines how large the charge-transfer
term is. Thus � describes both when the polarizability starts
to scale linearly with the system and the relative importance
of the charge-transfer term in the model. This illustrates that

systems behave qualitatively differently when �
0 and
when �
1, and � can be regarded as the most important
descriptor of the system.

C. Small �-parameters

When calculating the dipole moment, we excluded the
electronegativity modification due to exchange terms in Eq.
�53�, since the contribution becomes too dominant. This is
partly because the parameter �I

� is used to describe both the
damping in the electrostatics and the exchange contribution
is too small �see Tables II and IV�, since the Gaussian func-
tion describing the charge distribution for a single carbon
atom spans over several atoms. This is a shortcoming of the
present model. If applying Eq. �41� to link �I

� to �I
�, small

�I
� parameters would likewise lead to small �I

�. Therefore
separate parameters for �I

� and �I
� were applied.

The term SIJ in Eq. �70� is only included for I and J if
LIJ=1. Since we choose to set LIJ=1 when the two atoms I
and J are bonded and zero otherwise, SIJ is more or less a
constant. Therefore this term may seem less important and
indeed when doing calculations on molecules where all at-
oms are bonded to each other, it is. However if the model is
used for intermolecular complexes, it may be critical to be
able to gradually turn off or on the ability of transferring
charge between the atoms involved. It is therefore useful for
further work that the two-atom problem in Eq. �57� has been
solved. Therefore, an additional potential problem with the
small �I

� parameters is that the overlap SIK declines too
slowly with the distances between the subsystems �mol-
ecules�. Since only molecules and not molecular complexes
are studied this issue is not critical here.

The main reason that the �I
� parameters become small in

the parametrization of the polarizability is that for alkenes
this parameter is used to correct the relative size of the in-
plane components versus the out-of-plane components. To
fix this problem it is possible to do a modification of the
spherically symmetric atomic polarizability parameter ac-
cording to its chemical neighborhood.42 This might be used
to balance the in-plane components versus the out-of-plane
components of the polarizability for planar molecules, and
then hopefully the �I

� parameters are not required to be
small. This will be examined in a future publication.

IV. CONCLUSIONS

We have shown through both analytical calculations on
model chains and numerically on molecules that in adopting
a charge-transfer model and adding a charge transport term,
the polarizability scales correctly with the size of the system.
We have seen that the model is capable of describing both
systems where charge transfer is important and where it is
unimportant, and that the model is capable of predicting a
smooth transition between the different cases. Similarly, the
correct scaling for the molecular dipole moment is achieved.
One advantage of the model is that the scaling of the dipole
moment and polarizability with system size can be charac-
terized by a single function, �=1−gI,KM. The model also
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solves the two-atom problem, since the model gives a charge
transfer between two atoms which decays exponentially with
the distance between them.
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APPENDIX A: DIPOLE MOMENT OF LINEAR CHAIN

The system considered is a linear chain composed of
identical atoms except for one atom at the end which has a
much higher electronegativity. Except for a higher electrone-
gativity, this atom has the same characteristics as the other
atoms.

Let the chemical hardness for all atoms be ��, the dis-
tance between neighboring atoms be R0, and let �=1
−g�R0 ,R0� be a parameter of the model. Let the electronega-
tive atom be atom number zero at the right end of the chain,
such that the position of atom I is given by RI=−IR0. Fur-
thermore let the number of atoms in the chain be K+1. The
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topology elements in Eq. �6� are LIK=1 when K= I�1 and
zero otherwise, thus only a charge transfer between nearest
neighbors is considered. Let us assume that all atoms are
within a bonding distance such that SSP=1 for neighboring
atoms.

1. Point-dipole model

The point-dipole model without an external electric field
and without any interactions with charges is simply

TIJ,��
�2� �J,� = 0. �A1�

Since the matrix TIJ,��
�2� is not singular, all �J,�=0. Therefore

the atomic point dipoles will only be nonzero due to the
interaction with atomic charges. It is assumed that atomic
point dipoles are small and that the main contribution to the
molecular dipole moment will arise from the charge-transfer
terms.

2. Charge-transfer model without Coulomb interaction

For simplicity let us assume that all atoms have an elec-
tronegativity equal to zero apart from the first atom which
has the electronegativity ��. In a chain of K+1 atoms, the
model gives the following set of equations when ignoring
Coulomb interactions and point-dipole terms:

2��q01 − ���1 − ��q12 = − �� N = 0, �A2�

− ���1 − ��qN−1,N + 2��qN,N+1 − ���1 − ��qN+1,N+2 = 0

1 � N � K − 2, �A3�

− ���1 − ��qK−2,K−1 + 2��qK−1,K = 0 N = K − 1. �A4�

The sum of all K equations above gives

2�����
I

qI,I+1� + ���1 − ���q01 + qK−1,K� = − ��. �A5�

This equation is useful for some special cases. If �=1, the
last term on the left-hand side becomes zero,

�
I

qI,I+1 = −
��

2���
, �A6�

which gives that

�mol = −
��R0

2���
. �A7�

In this case the dipole moment is independent of the length
of the chain, which for a nonmetallic system is reasonable.

In the case where �=0 and by assuming that q01 is much
larger than the last qK−1,K, it is realized from Eq. �A5� that
q01 is found directly and gives the charge on the electrone-
gative atom. However, to find the dipole moment, the distri-
bution of all other charges also has to be known. Let us treat
the charge on the electronegative atom given as q0, and the
potential energy for all other charges qI is obtained as

V = �
I

��qI
2 + ���

I

qI − �− q0�� , �A8�

where � is a Lagrangian multiplier. In this system the charge
is distributed evenly among all atoms and therefore,

qI = −
q0

K
= −

q01

K
. �A9�

From this calculation it is seen that qI=qI−1,I−qI,I+1=q0 /K
and that the approximation q01�qK−1,K should be valid for
large K. Specifically qK−1,K=q01 /K and from Eq. �A5�,

q0 = q01 = −
K

K + 1

��

��
. �A10�

Thus for large K, q0 simply becomes �� /��. From the charge
distribution in Eq. �A9� the molecular dipole moment �mol is
calculated as

�mol = �
I

K
qo

K
IR0 = �q0R0

K
��

I

K

I = − �K + 1�
��R0

2��
. �A11�

The model is now analyzed in two special cases. The first is
the case where �=1 and the other is the case where �=0. But
what about the case where ��1 but K is so large such that
K� is small but not negligible? In the case where K→� and
�=0, Eq. �A9� gives

qI−1,I − qI,I+1 = − q0/K = 0, �A12�

and therefore for a general charge transfer term,

qI,I+1 = −
��

��
. �A13�

Let us take this solution as the starting point for the case
where 1��	0 and for large K. In an infinite chain there is
no last atom, and therefore Eq. �A5� becomes

2�����
I

qI,I+1� + ���1 − ��q01 = − ��. �A14�

In the case 1��	0 the charge distribution in Eq. �A13� is
incorrect for large K, since the term 2�����IqI,I+1�
=2��K�	qI,I+1� would not be negligible. Specifically for the
first charge transfer q01, by setting 1−�
1,

q0 = q01 = −
��

��
− 2K�	qI,I+1� � − ���

��
− �� , �A15�

where � is positive and equal to −2K�	qI,I+1�. Using Eq. �A2�
the second charge transfer q12 is obtained as

q12 = − ���

��
− 2� − 2q01� + O��2�� , �A16�

and in general from Eq. �A3�,

qN−1,N = − ���

��
− N� + O���� , �A17�

which can be shown by induction. As we increase N and go
further and further away from the first charge transfer, the
value of the charge transfer drops steadily down to a point
where the terms of order � cannot be neglected. Thus in this
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model the effect of a high electronegative atom will have a
limited range as long as �	0.

Now, consider the charge of the atom with the high elec-
tronegativity. From Eq. �A15�,

� = − 2���
I

qI,I+1� , �A18�

and since all qI,I+1 are assumed to be negative, the sum in-
creases with the number of terms in the sum. Therefore for
small �, the charge on the electronegative atom, which is
given by q01 in Eq. �A15�, will be smaller for larger chains.
But since qN,N+1 drops to zero as N increases, � will reach a
point where it is practically independent of the large number
of atoms in the system.

From Eq. �A2� it is realized that for the case �
1, the
charge on the electronegative atom is independent of the
number of atoms and is given by

q0 = −
��

2��
. �A19�

Note that there is a factor of one half between this and the
case where we have a long chain and �=0.

3. Coulomb perturbation

The charge distribution in Eq. �A9� is now used to cal-
culate a Coulomb perturbation to the energy of the system
for the case where �=0. As previously, the large number of
atoms is large. If �=0, for atom I�1,

qI = −
q0

K
. �A20�

The Coulomb interaction is given as

1

2�
I,J

qITIJ
�0�qJ = �

I,J	I

qITIJ
�0�qJ. �A21�

For the interaction between the electronegative atom and all
the other atoms,

�
J

K

q0T0J
�0�qJ = −

q0
2

R0

�J

K
1/J

K
, �A22�

where we have used that 1 /R0J=1 / �JR0�. By using the right-
hand side of Eq. �A21�, the Coulomb interaction for atom I
can be calculated as

�
J=I+1

K

qITIJ
�0�qJ =

q0
2

R0

�J=1

K−I
1/J

K2 . �A23�

When K→� this term will be independent of which atom I
we are looking at. Furthermore, since there are K terms simi-
lar to Eq. �A23�, the total Coulomb interaction is

�
I,J	I

K

qITIJ
�0�qJ = �

J

K

q0T0J
�0�qJ + K �

J=I+1

K

qITIJ
�0�qJ

= −
q0

2

R0

�J

K
1/J

K
+

q0
2

R0

�J

K
1/J

K
= 0. �A24�

Since �J
K1 /J� ln K,

1

K
�

J

K
1

J
�

ln K

K
, �A25�

which approaches zero as K becomes large, and the two
terms in Eq. �A24� thus go to zero individually. It does not
go fast to zero, but still goes to zero, and becomes negligible
compared to the energies ��q0

2 and ��q0. In the case where
�=0 and the number of atom K is large, the Coulomb inter-
action becomes small. This is because all atoms apart from
the electronegative atom will have practically no charge.

In the case where �=1, the starting charge distribution is
the following:

q0 = − q1, �A26�

qI = 0 I � 2, �A27�

In this case, the perturbative Coulomb energy becomes

q0T01
�0�q1, �A28�

which is a trivial perturbation to the energy but not negli-
gible. Assuming that Eqs. �A26� and �A27� are approxi-
mately true also when including the Coulomb interaction
terms, a two particle problem is obtained, which has the so-
lution

q0 = − q1 = −
��

2��� − T01�
, �A29�

which again gives the dipole moment as

�mol = −
R0��

2��� − T01�
. �A30�

As a conclusion, for the case where �
1 the problem
becomes local, and the main charge transfer is between the
electronegative atom and its closest neighbor. When �
0 the
problem becomes nonlocal and the electronegative atom re-
ceives charge from the entire system. The charge will be
distributed evenly among all other atoms and the Coulomb
interaction becomes negligible.

APPENDIX B: POLARIZABILITY OF A LINEAR CHAIN

The polarizability is calculated for a long linear chain of
identical atoms by calculating it term by term. In the first
case only chemical hardness terms are included. Then it is
demonstrated that the Coulomb interaction becomes negli-
gible as long as periodic boundary conditions can be applied.
After that, the polarizability within the PDI model is calcu-
lated. Finally, it is shown that charge-transfer and point-
dipole terms are independent of each other in long chains.
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1. Charge transfer without Coulomb interactions

The topology elements in Eq. �6� are LIK=1 when K
= I�1 and zero otherwise, thus only the charge transfer be-
tween the nearest neighbors is considered. In a long linear
chain, all equations are equal, apart from the equations for
the first and last atom pairs. Let us assume that all atoms are
within a bonding distance such that SSP=1 for neighboring
atoms. Let the chemical hardness be ��, the distance between
neighboring atoms be R0, and let �=1−g�R0 ,R0� be a param-
eter of the model. Let the electrical field be uniform and
point in the direction of the chain, such that

−
d��I+1 − �I�

dE
= R0. �B1�

Let the number of atoms be K+1 and the allowed charge
transfers be dqI,I+1 /dE=yI. Then the chemical hardness terms
of Eq. �31� can be written as

2��y1 − ���1 − ��y2 = R0 N = 1, �B2�

− ���1 − ��yN−1 + 2��yN − 2���1 − ��yN+1 = R0

2 � N � K − 1, �B3�

− ���1 − ��yK−1 + 2��yK = R0 N = K . �B4�

The sum of all K equations becomes

���1 − ���y1 + yk−1� + 2�����
N

K

yN�
= ���1 − ���y1 + yK� + 2K���	yN� = KR0, �B5�

where 	yI� is the average charge transfer. All the charge
transfers have the same sign, so therefore the average charge
transfer 	yI� is of the same magnitude as the individual
charge transfer terms, and in the limit of periodic boundary
conditions all charge transfers yI are equal. Therefore, if
K��1, the first term of Eq. �B5� is negligible and 	yN� is
given as

	yN� = � dqN,N+1

dE
� =

R0

2���
. �B6�

The molecular polarizability is given by Eq. �32�. For the
linear chain, the only nontrivial part is the �xx

mol component.
Furthermore, RI+1,I=R0 and �qIK /�E=yI, leading to

�xx
mol = �

N

R0yN = R0K	yN� =
KR0

2

2���
. �B7�

In the case K��1, Eq. �B5� gives

�y1 + yK� =
KR0

���1 − ��
=

KR0

��
. �B8�

Using equations that are symmetric around the center of the
chain leads to y1=yK, which gives the charge transfer for the
end atoms. From Eq. �B2�, y2 is obtained as ��→0�,

y2 = 2y1 − R0/��, �B9�

and from Eq. �B3� a recursive formula for yN is obtained as

yN+1 = 2yN − yN−1 −
R0

��
. �B10�

By induction it can be shown that

yN = Ny1 − N�N − 1�
R0

2��
= �NK − N�N − 1��

R0

2��
. �B11�

This formula is symmetric around the center N=K /2. The
charge transfer increases toward the center of the system,
although the total amount of induced charge on each atom
qI=dqI /dE E= �yI−yI−1�E decreases. For simplicity let E=1,
and then the induced charge on atom N is given by

qN = yN − yN−1 = �K − 2�N − 1��
R0

2��
. �B12�

Thus the induced charge decreases linearly. To calculate the
polarizability it is, however, easier to use yN in Eqs. �B11�
and �32� as

�xx
mol = �

N

K

R0yN =
R0

2

2��
�K + 1��

N

K

N −
R0

2

2���
N

K

N2. �B13�

Using that

�
N

K

N =
1

2
K�K + 1� �B14�

and

�
N

K

N2 =
1

6
K�K + 1��2K + 1� , �B15�

the polarizability is obtained as

�xx
mol = �1

6
K3 +

1

2
K2 +

1

3
K� R0

2

2��
. �B16�

The polarizability in the case �K�1 scales as K3. This deri-
vation assumes that Coulomb interaction terms are negli-
gible. However, intuitively the Coulomb interaction causes
any charge to be pushed to the surface, and therefore actually
increasing the polarizability further. Therefore it is concluded
that the polarizability scales as at least K2 when �=0. Since
the EEM is identical to our model when �=0, the polariz-
ability in the EEM scales in a metallic way, whereas for large
nonmetallic systems the polarizability should scale linearly
with the size of the system.

2. Charge transfer with Coulomb interactions

The Coulomb interaction is now included in the limit of
K→� by using periodic boundary conditions. However let-
ting the size of the system K→� may not be applied in a
system where � is exactly zero, since both the charge-transfer
terms in Eq. �B11� and the induced charges in Eq. �B12�
increase with the length of the chain K. This may be inter-
preted as that surface effects are not negligible.

In the case where �=1, Eq. �B3� gives a constant charge
transfer
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yN =
R0

���
, �B17�

and the charge will be zero on all atoms except the atom at
each end. In this case, it is obvious that the Coulomb inter-
action terms would not modify the results for large systems.
In the case K��1, the energy of transporting charge domi-
nates, and therefore one can argue that periodic boundary
condition is a good approximation.

The only topology elements LIJ different from zero are
those where I=J�1. Therefore P=S+1 and M =J+1 in Eq.
�18�. Using periodic boundary conditions all equations in the
system are equal �separating �� from TIJ

�0� such that TII
�0�=0�,

− ���1 − ��yS−1 + 2��yS − 2���1 − ��yS+1

+ �
I

�TS,I
�0� − TS,I+1

�0� − TS+1,I+1
�0� + TS+1,I

�0� �yI = R0, �B18�

which is valid for all S. Let K be the periodicity of the
system and let all atom sums go from −K /2 to K /2, assum-
ing that Coulomb interaction terms are negligible for atoms S
and N if 
S−N
	K /2.

The Coulomb interaction is only dependent on the dis-
tance between the atoms, which in the linear chain is propor-
tional to the difference between the indices

TSI
�0� = TS+1,I+1

�0� =
1

�S − I�R0
, �B19�

which give the relation TSI=TS+1,I+1. By taking the sum over
all equations as in Eq. �B5�, the Coulomb modification to Eq.
�B5� becomes

�
S=−K/2

K/2

�
I

�TS,I
�0� − TS,I+1

�0� − TS+1,I+1
�0� + TS+1,I

�0� �yI

= �
I

�
S=−K/2

K/2

�TS,I+1
�0� − TS+1,I

�0� �yI

= �
I
� �

S=−�K/2+1�

K/2−1

TS+1,I+1
�0� − �

S=−�K/2−1�

K/2+1

TS,I
�0��yI. �B20�

Since periodic boundary conditions are applied, atom num-
ber K /2+1 is the same as atom −K /2, and thus

�
S=−�K/2+1�

K/2−1

¯ = �
S=−�K/2−1�

K/2+1

¯ = �
S=−K/2

K/2

¯ . �B21�

Using this trick and that TS+1,I+1
�0� =TS,I

�0�, the sum of all Cou-
lomb terms becomes

�
I
� �

S=−�K/2+1�

K/2−1

TS,I
�0� − �

S=−�K/2−1�

K/2+1

TS,I
�0��yI

= �
I
� �

S=−K/2

K/2

TS,I
�0� − �

S=−K/2

K/2

TS,I
�0��yI = 0. �B22�

Thus, the Coulomb interaction is negligible for large chains
when K��1.

The three atom linear chain is a 2�2 matrix problem
and is solved exactly as

	yN� =
R0

���1 + �� − T13
�0� , �B23�

which in this case does not depend on the Coulomb interac-
tion between the neighbors T12

�0�. In the case �=1 the three
atom problem gives a similar average charge transfer as the
two-particle problem in Eq. �56�, where the only difference
is the Coulomb interaction term.

3. Point-dipole model

We now proceed by calculating the polarizability for a
long linear chain in the PDI model. Let the x-axis lie in the
direction of the linear chain and let the y- and z-axes be
perpendicular to the x-axis. Then the TIJ,��

�2�

tensor between the two atoms is TIJ,xx
�2� =TJI,xx

�2� =−2 /RIJ
3 , TIJ,yy

�2�

=TJI,yy
�2� =1 /RIJ

3 , TIJ,zz
�2� =TJI,zz

�2� =1 /RIJ
3 , and all other components

are zero. As usual RIJ is the distance between atom I and
atom J given as RIJ= 
I−J
R0. Therefore there are three inde-
pendent sets of equations, one for each component, and we
proceed by calculating the xx-component of the polarizabil-
ity.

The dipole-dipole interactions are short range, and if
only TIJ,��

�2� for nearest neighbors are included, the only dif-
ference between periodic boundary conditions and a finite
chain length would be the interaction between two virtual
atoms after the end and before the start of the chain. For long
chains these corrections are negligible, and for long chains
periodic boundary conditions should be a good approxima-
tion for the PDI model.

Let the atomic polarizability be � and let �J,xx�
=d�J,x /dEx. With periodic boundary conditions,

−
2

R0
3��

N=1

K/2
1

N3�J−N,xx� � + �−1�J,xx� −
2

R0
3��

N=1

K/2
1

N3�J+N� � = 1,

�B24�

which is valid for all J. By taking the sum over all equations,

��−1 −
4

R0
3��

N

K/2
1

N3���
J

K

�J,xx� = K . �B25�

For large systems,

�
N=1

K/2
1

N3 
 1.2. �B26�

Using the average induced dipole moment 	�J��= ���J�� /K,
the polarizability becomes

�xx
mol = K	�J,xx� � = K� �

1 − 4.8R0
−3�

� . �B27�

The yy- and zz-components of the polarizability become

�yy
mol = �zz

mol = K	�J,yy� � = K	�J,zz� � = K� �

1 + 2.4R0
−3�

� .

�B28�

The interaction between two different dipole moments, here
included as R0

−3 dependence, increases the polarizability
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along the chain but decreases it on the components perpen-
dicular to the chain. Thus, by introducing damping as in Eq.
�38� by setting

R0 →�R0
2 +

aIJ

4�
, �B29�

the polarizability component along the linear chain decreases
but the components perpendicular to the chain increase.

4. Combined charge-transfer and point-dipole models

We now proceed by showing that for a long linear chain
in a system with K��1 the charge-transfer and point-dipole
terms are independent of each other.

An expression for the average variables 	�I,xx� � and 	yI�
has been obtained, given that these two properties are inde-
pendent. It would therefore be nice if an equation of the form
�where a large number of atoms is assumed�

K�2��� b

B
1 − 4.8R0

−3�

�
�� 	yN�

	�J,x� �
� = K�R0

1
� �B30�

could be obtained, where b is given by the TIJ,�
�1� tensor and

the variables �I,�� and B is given by TIJ,�
�1� and the variables yn.

The strategy for finding the unknown b is to set �note that we
have K−1 bonds�

bK	�J,x� � = �
J

�
S

K−1

�TSJ
�1� − TS+1J,�

�1� ��J,�� , �B31�

which is the sum over all dVq� /dqSP terms in the equations
�note that once again only P=S+1 are considered as the
allowed charge-transfer terms�.

Let us first look at the sum over S and divide the sum
into two parts and consider them separately,

�
S=1

K−1

TSJ,�
�1� �J,�� = �

S=1

K−1

TSJ,�
�1� �J,�� + TKJ,�

�1� �J,�� − TKJ
�1��J,��

= ��
S=1

K

TSJ,�
�1� �K,�� � − TKJ

�1��J,�� , �B32�

and similarly,

�
S=1

K−1

TS+1J,�
�1� �J,�� = �

S=2

K

TSJ
�1��J,�� + T1J,�

�1� �J,�� − T1J,�
�1� �J,��

= ��
S=1

K

TSJ
�1��K�� − T1J

�1��J�. �B33�

Inserting Eqs. �B32� and �B33� into Eq. �B31�,

�
J

�T1J,�
�1� − TKJ,�

�1� ��J,�� . �B34�

With a linear chain of identical atoms where the electric field
points along the chain, only point dipoles in the direction of
the field Ex are relevant. Since we have the same distance R0

between all atoms,

TKJ,x
�1� = − TJK,x

�1� = −
1

�K − J�2R0
2 = − T1,K−J+1,x

�1� �B35�

and

�
J

�T1J,�
�1� − TKJ

�1���J,�� = �
J

�T1J,x
�1� + T1K−J+1,x

�1� ��J,x� �B36�

which gives

b =
�J

�T1J,x
�1� + T1K−J+1,x

�1� ��J,x�

K	�I,x� �
. �B37�

Since

T1J
�1� �

1

J2 , �B38�

the sum must be finite even for very large systems. However
since it can be assumed that all �J,x� has the same sign and the
same order of magnitude, K	�I,x� �→� as K→�, and

lim
K→�

b = 0. �B39�

Finding B is done similarly and the answer is

B =
�N

�T1,N+1,x
�1� + TNK,x

�1� �yN

K	yN�
. �B40�

In the case K��1 the average charge transfer 	yI� has the
same sign and magnitude as any individual induced charge
transfer and therefore

lim
K→�

B = 0. �B41�

To summarize for large systems with K��1,

K�2��� 0

0
1 − 4.8R0

−3�

�
�� 	yN�

	�J,x� �
� = K�R0

1
� , �B42�

and it has been shown that the average induced charge trans-
fer is independent on the average induced point-dipole mo-
ments for large systems when K��1. The total polarizability
along the linear chain is therefore given by

�xx
mol = K� R0

2

2���
+

�

1 − 4.8R0
−3�

� , �B43�

and thus the polarizability scales linearly with the size of the
system as long as K��1. For the out-of-plane component
the average charge transfer term is zero by symmetry argu-
ments,

�yy
mol = �zz

mol = K� �

1 + 2.4R0
−3�

� . �B44�

It is more complicated in the case K��1. In this case the
entire upper part of a matrix similar to Eq. �B30� will be
small and thus b will not necessarily be negligible. In the
same manner, since R0	yi�� 	�N,x� �, B would not be negli-
gible either. Specifically, if it is assumed that 	yi��K in the
charge-transfer part of the model, the upper left of the matrix
must be proportional to 1 /K, and thus the same magnitude as
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b. Within this assumption, it is obvious that the interaction
between a charge-transfer model and the PDI model cannot
be neglected. Since b is not negligible and dependent on the
variables of the individual atoms, Eq. �B37� is in this case
not useful.
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List of corrections

• Eq. (28) should read:

(
T

(0)
SP,JM T

(1)
SP,J,β

T
(1)
I,JM,α T

(2)
IJ,αβ

)(
qJM
µJ,β

)
=

(
−χ∗SP − ϕext

SP

Eext
I,α

)

• Upper part of Eq. (32) should read:

αmol
αβ =

∂µind
α

∂Eext
β

=
∑

I,M

RI,α
∂qIM
∂Eext

β

+
∑

I

∂µI,α

∂Eext
β

• Eq. (B3) should read:

−η∗(1− ε)yN-1 + 2η∗yN − η∗(1− ε)yN+1 = R0 2 ≤ N ≤ K − 1
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Abstract

A molecular mechanics model for the frequency-dependent polarizability is presented. It is

a combination of a recent model for the frequency-dependence in a charge-dipole model [Nan-

otechnology 19, 025203, 2008] and a nonmetallic modification of the electronegativity equal-

ization model rephrased as atom-atom charge-transfer terms [J. Chem. Phys. 131, 044101,

2009]. An accurate model for the frequency-dependent polarizability requires a more accu-

rate partitioning into charge and dipole contributions than the static polarizability which has

resulted in several modification of the charge-transfer model. Results are presented for hydro-

carbons including among others alkanes, polyenes and aromatic systems. Although their re-

sponse to an electric field are quite different in terms of theimportance of charge-transfer con-

tributions, it is demonstrated that their frequency-dependent polarizabilities can be described

with the same set of atom-type parameters.
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Introduction

The frequency-dependent polarizability gives the response at the microscopic level to a time-

dependent electric field and is one of the fundamental properties in optics and in the construction

of electric and optical devices on the molecular scale.1,2 To understand both the relation between

structure and property and how a molecular material can be manipulated to optimize the property

of interest, an understanding at the atomistic scale becomes a central issue. Here modeling and cal-

culations play a prominent role. The frequency-dependent polarizability is in quantum chemistry

obtained through response theory,3 and it is available in most general-purpose quantum-chemical

program packages at different levels of theory. Quantum chemical calculations are, however, still

expensive, although the efficiency is improved continuously, and is in most cases restricted to

relatively small molecules in the gas phase.

Force-field or molecular-mechanics models are on the other hand used in molecular dynamics

simulations where the forces between thousands of atoms arecalculated repeatedly.4 Although the

energy expression is much simpler than in quantum chemical calculations, it contains the essence

of intermolecular interactions in particular for the electrostatics which in most cases is the most im-

portant energy contribution. Furthermore, electronic polarization has been included in force fields,

for example by using atomic polarizabilities,5–7 charge equilibration schemes,8,9 and charges-on-

spring models.10–12

In the point-dipole interaction (PDI) model,13–17 a set of native (in the sense that the atomic

polarizabilities do not sum up to the molecular polarizability) atomic polarizabilities are used as

atom-type parameters, and the molecular polarizabilitiesare obtained from solving a set of linear

equations for a set of atomic polarizabilities interactingin an external electric field. The usefulness

of the model has been improved by parametrization to quantumchemical data,18 and the inclusion

of short-ranged damping of the interactions.18–21 The model has been used extensively for the

study of polarization in large systems such as carbon nanotubes and fullerenes,21,22 boron nitride

tubes23 and proteins,24 and the model has been extended for example to optical rotation,25–28

hyperpolarizabilities,29–36Raman intensities,37,38and in force fields.39,40
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The PDI model has also been combined with the capacitance model41–45 and with the elec-

tronegativity equalization model (EEM).46–51Both the capacitance model and the EEM suffer from

that it is in principal a metallic model, i.e. charge is allowed to flow freely in the molecule,44,52

and modifications have been suggested to cure this problem.52–61 In our contribution, we suggest

a model that in the limits behaves as a metallic and a completely insulating model with a smooth

transition dependent only on variations in bond lengths.60

The inclusion of the frequency-dependence in a force-field model for the polarizability is a

nontrivial task. It has been included in an Unsöld-type of approximation by regarding atom-type

excitation frequencies,18,22–24,36or a set of oscillators with Lorentzian band-shape associated with

each atom.62–64 In a recent work,65 we associated the time-dependence of the atomic charges

and the induced dipole moments with their respective kinetic energies and with bond currents.

Solving the Lagrangian equations for the system leads to a relatively simple frequency-dependent

modification of of the standard charge-dipole model. This model has subsequently been used for

silver clusters and the interaction between molecules and silver clusters.66,67

In this work we combine our recent models for the frequency-dependence with the nonmetallic

charge-transfer/point-dipole interaction (CT/PDI) model.60,65It is demonstrated that the frequency-

dependence for the charge term is described in a more realistic way for molecular systems since, in

contrast to metallic systems, its excitation energy is nonvanishing for nonmetallic systems. With

computations, it is shown that the frequency-dependent polarizability of alkanes, polyenes, and

aromatic systems can be described with the same set of atom-type parameters.

Theory

Frequency-dependence for a combined charge-transfer and point-dipole model

In this work two previous models60,65are combined to give a nonmetallic electronegativity equal-

ization and point-dipole interaction model for the frequency-dependent polarizability. Each atom

is associated with a time-dependent chargeqI (t) and a time-dependent dipole momentµI,α (t), so

3



that the Lagrangian may be written as65

L = Kq +Kµ −V (1)

whereKq is the kinetic energy for the atomic charges,Kµ is the kinetic energy for the atomic

dipole moments andV is the potential energy. For a system ofN particles, the charge is rewritten

in terms of charge-transfer variablesqIK(t) as52,60

qI (t) =
N

∑
K

LIKqIK (t) , (2)

whereLIK is a topology matrix which is one if charge transfer is allowed between atomsI and

K and zero otherwise. The time-derivative of the charge-transfer, q̇IK, is viewed as a currentIIK

going from atomK to atomI. Thus, the kinetic energyKq for the oscillation of charges is65

Kq =
1
2

N

∑
I,K>I

(
cq

I + cq
K

)
R2

IK (q̇IK)
2 (3)

whereRIK is the bond distance between atomsI andK, andcq
I is an atom-type parameter. Here

atomic units are used.68 The kinetic energyKµ for the oscillating atomic dipole moments is65

Kµ =
1
2

N

∑
I

cµ
I (µ̇I)

2 (4)

whereµ̇I is the time-derivative ofµI andcµ
I is an additional atom-type parameter.

With the extension that the atomic charges, atomic dipole moments and the external electric

field can be time-dependent, the potential energyV in Eq. (1) is60,65

V =V qq +V qµ +V µµ (5)

whereV qq is the charge-charge interaction,V qµ is the charge-dipole interaction, andV µµ is the

dipole-dipole interaction energy, respectively. The starting point forV qq is the standard electroneg-
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ativity equalization model (EEM)69,70

V qq =
N

∑
I

(
(
χ∗

I +ϕext
I

)
qI +

1
2

η∗
I q2

I +
1
2

N

∑
J 6=I

qIT
(0)

IJ qJ

)
(6)

whereχ∗
I is the atomic electronegativity,η∗

I is the atomic chemical hardness,ϕext
I is the external

electrostatic potential at atomI, qIT
(0)

IJ qJ is the Coulomb interaction, and in classical electrostatics

T (0)
IJ = 1/RIJ whereRIJ is the distance between atomsI andJ. Furthermore, letT (0)

II = η∗
I and

insert Eq. (2) into Eq. (6) to obtain60

V qq =
N

∑
I,J>I

(
χIJ +ϕext

IJ

)
qIJ +

1
2

N

∑
I,K>I,J,M>J

qIKT (0)
IK,JMqJM (7)

whereχIJ = χ∗
I − χ∗

J , ϕext
IJ = ϕext

I − ϕext
J andT (0)

IK,JM = T (0)
IJ − T (0)

KJ − T (0)
IM + T (0)

KM. The topology

matrix elementsLIK in Eq. (2) are omitted here, but it is implied that only atom-pairs withLIK = 1

are included in the summations. So far this is nothing but a reformulation of the EEM not changing

the physics of the model. However, several modifications of the tensorT (0)
IK,JM are applied. Instead

of point-charges for each atom, a Gaussian distribution is applied21

ρI (ri) = qI

(
Φ∗

I

π

)3
2

e−Φ∗
I r2

i (8)

where the width of the Gaussian,Φ∗
I , is an additional atom-type parameter of the model. Note that

Eq. (8) is normalized so that the atomic charge isqI. The interaction between two Gaussian charge

distributions is approximated as21

V =
qIqJ

R̃IJ
(9)

whereR̃IJ is a scaled distance given by71

R̃IJ =

√
R2

IJ +
π

4aIJ
(10)
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where

aIJ =
Φ∗

I Φ∗
J

Φ∗
I +Φ∗

J
. (11)

Eq. (9) has the correct limiting behavior atRIJ → 0 and atRIJ → ∞. In earlier work the distances

RIJ was replaced by the scaled distancesR̃IJ also when considering the charge-dipole interaction

T (1)
IJ,α and the dipole-dipole interactionT (2)

IJ,αβ . However, this damping model resulted in too small

damping for the dipole-dipole interaction, and unphysically small Φ∗
I -parameters were needed to

avoid a polarization catastrophe. ThereforeT (1)
IJ,α is here written as

T (1)
IJ,α =

∂T (0)
IJ

∂RIJ,α
= −RIJ,α

R̃3
IJ

(12)

and

T (2)
IJ,αβ =

∂T (1)
IJ,α

∂RIJ,β
=

3RIJ,αRIJ,β

R̃5
IJ

− δαβ

R̃3
IJ

, (13)

where Greek subscripts,α, β , . . ., denote one of the Cartesian coordinates,x, y or z, and the

Einstein summation convention is used for repeated Greek subscripts. StillT (1)
IJ,α → 0 whenRIJ →

0, but theT (2)
IJ,αβ tensor in Eq. (13) is not traceless. Therefore care should betaken before expanding

the model to quadrupole moments, where a traceless formalism is normally adoped.72

For the static polarizability to scale correctly with the size of the system both for metallic

and nonmetallic systems, an energy for transporting chargethrough atoms have been added of the

form60

εη∗
I qKIqIM ; K 6= M (14)

whereε is a dimensionless quantity between 0 and 1. This term describes an energy cost for trans-

porting charge from atomM through atomI to atomK. If ε = 0, the system behaves metallically

and if ε = 1 the system behaves as an insulating system. The charge transport energy in Eq. (14)

has been incorporated by modifying the chemical hardness terms in the potential energyV qq as60

1
2

η∗
I qKIqIM → 1

2
η∗

I S
− 1

2
IK S

− 1
2

IM gI,KMqKIqIM (15)
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wheregI,KM is a function of the two distancesRIK andRIM, andgI,KM = 1 if K = M. For a two-

atom system (K = M) this becomesηI → ηIS
−1
IK , whereSIK is the overlap between atomsI andK.

Thus,qIK ∝ SIK andqIK approaches zero whenRIK → ∞. Furthermore ifSIK = SIM, the following

relation holds

ε = 1−gI,KM . (16)

Thus,gI,KM describes the resistance against charge-flow within the molecule. For some molecules

included here, the previously used functional form ofgI,KM
60 gave a too drastic change ingI,KM

with the bond length. For example, ifRIK +RIM is increased from 2.8 Å to 2.9 Å,ε increased

from 0.05 to 0.4. This lead to problems describing moleculesas stilbene where key junctions in

the system with atypical bond lengths had a too highε and thus a too low charge transfer. For this

reason,gI,KM is here rewritten as

gI,KM = g∗ 2
0,I g∗

0,Kg∗
0,JHI,KM (∆I,KM)+g∗ 2

1,I g∗
1,Kg∗

1,J (1−HI,KM(∆I,KM)) (17)

whereg∗
0,I and g∗

1,I are atom-type parameters. To ensure thatgI,KM is between 0 and 1, these

parameters must also be between 0 and 1. Furthermore,HI,KM is a smooth step function (dependent

on atomsI, K andM) given as

HI,KM(∆) =
1
2
(1+ tanh(CI,KM∆I,KM)) (18)

whereCI,KM = (C∗
I )

2C∗
KC∗

M andC∗
I is an atom-type parameter. Furthermore,

∆I,KM = RIK +RIM −2R∗
I −R∗

K −R∗
M (19)

where alsoR∗
I is an atom-type parameter. For carbon,g∗

0,I describesε for sp3-carbon andg∗
1,I

describesε for sp2-carbon, respectively, and a smooth step function is added for the transition

between the two cases. TheR∗
I parameter govern where the transition between the two cases

occurs, whileC∗
I governs how steep the transition is.
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For double bonds and a system involving only carbon,ε is described byε = 1− g∗ 4
1,C. Since

0 ≤ g∗
1,I ≤ 1 for all atoms, if replacing one carbon with another atom (not the central carbon),

1−g∗ 3
1,C ≤ ε ≤ 1 . (20)

Thus, there exist a lower limit for the modifiedε given by the parameters for pure carbon, but the

connection could be made as nonmetallic as desired by setting g∗
1,K = 0. For simplicity, and to

avoid a large amount of parameters for hydrogen that does notplay any significant role, in this

work gI,KM is set equal tog∗3
0,Cg∗

0,H (whereg∗
0,C is the parameter for carbon) when at least one of

the atoms is a hydrogen atom. Thus Eq. (17) is used here only for carbon.

With theR∗
I parameters,SIK is given as

SIK = e−aIK(RIK−R∗
I −R∗

K)
2

(21)

whereaIK is given by Eq. (11).SIK ≈ 1 when atomsI andK are within typical bonding distances,

but for largeRIK it is an exponentially decaying function given by the overlap of two Gaussian

distributions. Simplified,SIK describes charge transfer between molecules, whilegI,KM describes

charge transfer within the molecule.

In earlier work, the out-of-plane polarizability for planar molecules tends to be too low, which

has been compensated by low values of theΦ∗
I -parameters,60 or different atomic polarizabilities

for the out-of-plane and in-plane components of the carbon atoms.51,65One may modify the atomic

polarizability parameter so that it depends on the chemicalsurroundings, for example as,73

αI,αβ = αI
(
δαβ + x∗

I

(
1−GI,αβ

))
(22)

whereαI is an isotropic atomic polarizability andx∗
I is an additional atom-type parameter and

GI,αβ is

GI,αβ =
3

Tr(ΓI)
ΓI,αβ (23)
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whereΓI,αβ in this work is given as

ΓI,αβ =
N

∑
J 6=I

αJSIJ
RIJ,αRIJ,β

R2
IJ

. (24)

In Eq (24),RIJ,αRIJ,β/R2
IJ gives the correct rotational properties ofαI,αβ , SIJ is an exponentially

decaying function given by Eq. (21) to include a distance dependence, and the atom-type polar-

izability αJ serves as a measure of the size of the neighboring atom. The sum is restricted to

atom-pairs whereLIJ = 1. For planar molecules,RIJ,α is zero forα = z. In this case,ΓI,zz = 0, and

Eq. (22) simplifies to

αI,zz = αI (1+ x∗
I ) (25)

for α = β = z. Since the trace ofGI,αβ is normalized to 3, the polarizability of the other compo-

nents decreases. Thus the out-of-plane component of the polarizability increases without increas-

ing the in-plane components, which is the main purpose of introducing the anisotropic modification

to the atomic polarizability. For the linear case,GI,xx = 3, GI,yy = GI,zz = 0, and thexx-component

of the atomic polarizability becomes

αI,xx = αI (1−2x∗
I ) (26)

To avoid the possibility of negative atomic polarizabilities, it is therefore required thatx∗
I < 0.5. In

this work, the PDI model is extended with this modification.

An exchange term according to our earlier work60 is not included here. It has a relatively small

impact on the molecular polarizability and a refined model for the exchange energy is developed

elsewhere with argon as a model system.74

Rewritten in terms of charge-transfer variables, the charge-dipole interaction energy,V qµ is

given by60

V qµ =
N

∑
I,K,J

qIKT (1)
IJ,α µJ,α =

N

∑
I,K>I,J

qIK

(
T (1)

IJ,α −T (1)
KJ,α

)
µJ,α . (27)
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The dipole-dipole interaction energyV µµ is given by the point-dipole interaction (PDI) model41

V µµ =
1
2

N

∑
J

µJ,α
(
αJ,βα

)−1 µJ,β − 1
2

N

∑
J

N

∑
K 6=J

µJ,αT (2)
JK,αβ µK,β −

N

∑
J

Eext
J,α µJ,α (28)

whereαJ,αβ is given by Eq. (22),T (2)
IJ,αβ is given in Eq. (13) andEext

J,α is an external electric field at

atomJ.

The Lagrangian equations to be solved are written as65

∂
∂ t

(
δL

δ q̇IK

)
− δL

δqIK
= 0 ;

∂
∂ t

(
δL

δ µ̇I,α

)
− δL

δ µI,α
= 0 (29)

If an external electric field and electrostatic potential atatomJ with frequencyω is assumed,

Eext
J,α = E(ω)

J,α Re eiωt ; ϕext
IJ = ϕ(ω)

IJ Re eiωt , (30)

and the charge transfer and atomic dipole moments also oscillate with the same frequency

qIK = Re
(

q(0)IK +q(ω)
IK eiωt

)
; µI,α = Re

(
µ(0)

I,α +µ(ω)
I,α eiωt

)
. (31)

whereq(0)IK andµ(0)
I,α are the static charge transfers and the static atomic dipolemoments respec-

tively. With these definitions,65

∂
∂ t

(
∂L

∂ q̇SP

)
= −

(
cq

S + cq
P

)
R2

SP ω2 Re
(

q(ω)
SP eiωt

)
. (32)

and for the dipole moments,65

∂
∂ t

(
∂L

∂ µ̇I,α

)
=

∂
∂ t

(
∂Kµ

∂ µ̇I,α

)
= −cµ

I ω2Re
(

µ(ω)
I,α eiωt

)
(33)
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The remaining terms of the Lagrangian in Eqs. (29) yield60

∂L
∂qIK

= − ∂V
∂qIK

= −
N

∑
J<M

T (0)
IK,JMqJM −

N

∑
J

T (1)
IK,J,αµJ,α −

(
χIK +ϕext

IK

)
(34)

∂L
∂ µI,α

= − ∂V
∂ µI,α

= −
N

∑
J<M

T (1)
I,JM,αqJM +

N

∑
J

T (2)
IJ,αβ µJ,β +Eext

I,α (35)

whereT (1)
IK,J,α =T (1)

IJ,α −T (1)
KJ,α , T (1)

I,JM,α =−
(

T (1)
IJ,α −T (1)

IM,α

)
andT (2)

II,αβ =−(αI,βα)
−1. Using Eqs. (31),

the final Lagrangian equation can be divided into a field-independent part,

N

∑
J>M

T (0)
IK,JMq(0)JM +

N

∑
J

T (1)
IK,J,α µ(0)

J,α = −χIK (36)

N

∑
J>M

T (1)
I,JM,αq(0)JM −

N

∑
J

T (2)
IJ,αβ µ(0)

J,β = 0 (37)

and a field-dependent part

N

∑
J>M

T (0)
IK,JMq(ω)

JM +
N

∑
J

T (1)
IK,J,α µ(ω)

J,α −ω2(cq
I + cq

K

)
R2

IKq(ω)
IK = −ϕ(ω)

IK (38)

N

∑
J>M

T (1)
I,JM,αq(ω)

JM −
N

∑
J

T (2)
IJ,αβ µ(ω)

J,β −ω2 cµ
I µ(ω)

I,α = E(ω)
I,α (39)

It is noted that the termsω2
(
cq

I + cq
K

)
R2

IKq(ω)
IK and ω2 cµ

I µ(ω)
I,α can be viewed as a frequency-

dependent modification of a static model (ω = 0). Dissipation may be introduced by replacing

ω2 with ω2 − i1
2

(
γq

I + γq
K

)
ω in Eq. (38) and withω2 − iγµ

I ω in Eq. (39), whereγq
I andγµ

I are

additional atom-type parameters.65

In matrix form the field-dependent equations, including non-zero dissipation, are given as







T (0)
SP,JM T (1)

SP,K,β

T (1)
I,JM,α −T (2)

IK,αβ


−ω2




τJM δSJδPM 0

0 cµ
K

(
1− iγµ

K/ω
)

δIKδαβ










q(ω)
JM

µ(ω)
K,β


=




−ϕ(ω)
SP

E(ω)
I,α




(40)

whereτJM =
(
cq

J + cq
M

)
R2

JM

(
1− i/2

(
γq

J + γq
M

)
/ω
)

and thus the modification to the static model

is obtained by subtracting a diagonal matrix. If the wavelength λ is much larger than the size

11



of the system/molecule, the external electric field may be regarded as homogeneous. In this case,

E(ω)
I,α = E(ω)

α andφ (ω)
SP =−

(
RS,α −RP,α

)
E(ω)

α . For a homogeneous electric field,∂q(ω)
JM /∂E(ω)

γ and

∂ µ(ω)
J,α /∂E(ω)

γ are obtained by solving the following set of linear equations,







T (0)
SP,JM T (1)

SP,K,β

T (1)
I,JM,α −T (2)

IK,αβ


−ω2




τJM δSJδPM 0

0 cµ
K

(
1− iγµ

K/ω
)

δIKδαβ










∂q(ω)
JM /∂E(ω)

γ

∂ µ(ω)
K,β/∂E(ω)

γ


=




RSP,γ

δαγ




(41)

The induced molecular dipole momentµ ind
α oscillates with frequencyω and thusµ(ω)

α may be

defined asµ ind
α = Re

(
µ(ω)

α eiωt
)

. With this definition, the molecular polarizabilityαmol
αβ (ω) is

given as

αmol
αβ (ω) =

∂ µ ind
α

∂Eext
β

=
∂ µ(ω)

α

∂E(ω)
β

=
N

∑
I,M

RI,α
∂q(ω)

IM

∂E(ω)
β

+
N

∑
I

∂ µ(ω)
I,α

∂E(ω)
β

=
N

∑
I,M>I

RIM,α
∂q(ω)

IM

∂E(ω)
β

+
N

∑
I

∂ µ(ω)
I,α

∂E(ω)
β

(42)

Solving Eq. (41) gives∂q(ω)
IM /∂E(ω)

β and ∂ µ(ω)
I,α /∂E(ω)

β and thus also the frequency-dependent

polarizability αmol
αβ (ω). If including the dissipation termsiγq

I and iγµ
I , the polarizabilityα(ω)

αβ

becomes imaginary. In this case, the molecular induced dipole momentµ ind
α is given by

µ ind
α = E(ω)

β Re αmol
βα eiωt . (43)

and the amplitude of the induced dipole moment is given by theamplitude of the polarizability.

The linear chain as a model system

The static model has previously been analyzed analyticallyfor a linear chain composed of identical

atoms,60 which is here extended to the frequency-dependent polarizability. Let N be the number

of atoms in the chain,η∗ be the atomic chemical hardness,α be the atomic polarizability, let the

distance between neighboring atoms beR0, let ε = 1− g(R0,R0) be a parameter of the model,cq
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andcµ be the parameters associated withKq andKµ , respectively. Dissipation is ignored for the

moment. Furthermore, let thex-axis be along the linear chain, andLIJ = 1 only if J = I ±1, such

that only charge transfer between nearest neighbors is taken into account. In the caseNε ≫ 1, an

equation of the form60

N




2εη∗ 0

0
1−4.8R−3

0 α
α






< ∂qI,I+1/∂Ex >

< ∂ µJ,x/∂Ex >


= N




R0

1


 (44)

is obtained, where〈∂qI,I+1/∂Ex〉 and〈∂ µI/∂Ex〉 are the averages of∂qI,I+1/∂Ex and∂ µI/∂Ex,

respectively. Here it is assumed that the electric field is uniform so that

−dϕI,I+1

dEx
= R0 . (45)

Furthermore, the factor 4.8 in Eq. (44) comes from the Riemann zeta function with the argument

3 (multiplied by a factor 4) for the dipole-dipole interactions (without damping). For details about

the approximations used to obtain Eq. (44), see the appendixin Ref. 60.

In the case ofω 6= 0, Eq. (45) is a good approximation given that the wavelength, λ , is much

larger than the length of the chainNR0. The number of atomsN must be large so thatNε ≫ 1,

but at the same time small so thatλ ≫ NR0. Furthermore, Eq. (44) was obtained by settingω = 0

and taking the sum of all equations in Eq. (41). To obtain a similar equation forω 6= 0, all that is

needed is adding the sum of all frequency-dependent terms tothe static part. Since the frequency-

dependence appears in the diagonal part of the matrix, the result becomes

N




2(εη∗ −ω2R2
0cq

I ) 0

0
1−4.8R−3

0 α
α −ω2cµ

J







〈∂qI,I+1/∂Ex〉

〈∂ µJ,x/∂Ex〉


= N




R0

1


 . (46)
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The frequency-dependent polarizability along the linear chain becomes

αmol
xx (ω) = N (R0〈∂qI,I+1/∂Ex〉+ 〈∂ µJ,x/∂Ex〉)

= N

(
R2

0

2(εη∗ − cqω2R2
0)

+
α

1−4.8R−3
0 α −ω2αcµ

)
(47)

which has two poles,ω1 andω2, one associated with charge-transfer at

ω1 =

√
εη∗

cqR2
0

(48)

and another associated with atomic point-dipoles at

ω2 =

√
1

cµ

(
1
α

− 4.8

R3
0

)
. (49)

The lowest of these two frequencies,ω1 andω2, can be viewed as the first excitation energy. From

Eq. (48), it is seen that the excitation energy decreases when ε becomes smaller, which is consistent

with the interpretation thatε = 0 corresponds to a metallic system. Furthermore, the poles of the

frequency-dependent polarizability are dependent on a correct division of the polarizability into a

charge-transfer part,〈∂qI,I+1/∂Eα〉, and a point-dipole part,〈∂ µI/∂Eα〉.

Including non-zero dissipation, and usingω1 andω2 given by Eqs. (48) and (49), the polariz-

ability of the linear chain is

αmol
xx (ω) = N

(
1

2cq(ω2
1 −ω2+ iγqω)

+
1

cµ(ω2
2 −ω2+ iγµ ω)

)
(50)

where it is understood that the amplitude of the polarisability αxx, is real and given by the absolute

value of this complex quantity. With dissipation, the polarizability is finite both atω = ω1 and

ω = ω2.
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Calculations and parametrization

It is advantageous to use quantum chemical calculations forthe parametrization of a molecular

mechanics model since a consistent data set is obtained.18 In principle, density functional theory

(DFT) gives an improved description of molecular properties over the Hartree-Fock approximation,

but for polarizabilities of large systems many functionalspresent problems and several improve-

ments have been suggested.75–83We therefore use current-DFT84 with the AUG/ATZP85,86 basis

set, which gives improved results for the polarizability for large systems.87 If the frequency is too

close to an excitation energy (pole in the polarization), DFT calculations are unreliable and such

data points were removed from the data set. For the geometry optimization, the BLYP88,89 func-

tional and the TZP85 basis set were employed. It is noted that linear symmetry wasused in the

geometry optimization of the polyynes structures. The ADF software90–92 was used for all DFT

calculations.

To test the model, a parametrization has been carried out fora handful of molecules (see ta-

ble Table 1) and tested for all molecules in tables Table 2. Even though only the isotropic polariz-

abilities are presented in some cases, the full polarizability tensor was included in the parametriza-

tion. Furthermore, the error for each molecule and each component of the polarizability was di-

vided by the isotropic polarization of the molecule, in an effort to keep all molecules in the training

set equally important. For the frequency-dependent terms,the difference between the static and

the polarization at the given frequency was considered in the parametrization.

In the notation of graphenes, we refer to one type of chains ofaromatic rings as armchair

structures, whereas the zigzag structures correspond to the acenes. The notationg(N,M) refers to

an aromatic system withN rings in the zigzag direction andM rings in the armchair direction. The

same set of parameters, given in table Table 3, is used for allmolecules. Since dissipation was not

included in the DFT calculations, it is also excluded in the parametrization.

TheΦ∗
I -parameter used here is equivalent to a Gaussian distribution with a standard-deviation

of about 1.1 Bohr, which is more reasonable than a Gaussian with a standard-deviation of 2.6

Bohr obtained in earlier work.60 Reasonable sizes for theΦ∗
I parameters are important when for
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Table 1: Molecules in training set

Group Molecules
Alkanes ethane, propane, dodecane
Polyenes ethene,C18H22
Acenes benzene, octacene
Armchair benzo[c]naphto[2,1-m]picene
Poly(p-phenylene vinylene) 1,4-dicinnamyl-benzene
Other systems g(4,3)

Table 2: Molecules

Group Molecules
Alkanes ethane, propane, octane and dodecane
Polyenes ethene, hexatriene,C14H16, C18H20 C22H24 andC26H28

Acenes benzene, anthracene, pentacene, and octacene
Armchair phenanthrene, chrysene, benzo[c]picene, benzo[c]naphto[2,1-m]picene
Poly(p-phenylene vinylene) styrene, stilbene,1,4-dicinnamyl-benzene
Polyynes ethyne,C8H2, C16H2, C20H2

example studying the interaction between two molecules, where the functionSIJ is more important.

The polarizability of carbon is within the expected range. It is noted that the model is sensitive

to how closeg∗
1,I is to one, and it is therefore included with 4 digits here. To summarize, it is

satisfying to have only one set of carbon parameters describing bothsp3 andsp2-carbon atoms.

Results

The polarizability of the alkane molecules, see Figure 1, isalmost independent of the frequency.

The out-of-plane component of the polyenes does not increase significantly with frequency, see

Figure 2(a), while the in-plane component, defined asαin = 1/2(αxx +αyy), has a much stronger

dependence on the frequency, especially for the larger molecules (see Figure 2(b)). Thus for

systems with a lowε as the polyenes, the critical frequency associated with charge transfer, exam-

plified in Eq. (48), gives the dominating contribution to thefrequency dependence of the polariz-

ability. The isotropic polarizability of the alkanes and the out-of-plane component for the polyenes

increase both about 4% fromω = 0 to ω = 0.1 hartree. Thus the charge transfer contribution for
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Table 3: Atom-type parameters (au)

αI x∗
I Φ∗

I g∗
0,I g∗

1,I C∗
I R∗

I η∗
I cq

I cµ
I

H 1.65 0.32 1.02 1.00 - - - 0.23 0.03 0.63
C 8.35 0.38 0.43 0.77 0.9957 4.13 1.41 1.03 0.61 0.59

alkanes behave differently from the charge transfer terms of the polyenes.
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molecular size (from bottom to top), as a function of the frequency. The points represent c-DFT
data while the lines represent the model.
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Figure 2: The out-of plane (a) and in-plane (b) components ofthe polarizability of the polyenes
listed in table Table 2 in order of increasing molecular size(from bottom to top), as a function of
the frequency. The points represent the c-DFT data while thelines represent the model.

The aromatic systems are presented in Figure 3(a), Figure 3(b), Figure 4(a) and Figure 4(b).

For the polyenes and the aromatic systems, the out-of plane components behave similarly for all

systems and are more or less constant as a function of the frequency. Therefore only the static

polarizability is shown in Figure 3(a) and Figure 4(a). The out-of-plane contributions to the polar-

izability is adequately described for these systems.
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Figure 3: The out-of plane (a) and the in-plane (b) components of the polarizability of the acenes
listed in table Table 2. (a) the static polarizability as a function of the number of rings in the system.
(b) the polarizability in order of increasing molecular size (from bottom to top), as a function of the
frequency. In both cases, the points represent the c-DFT data while the lines represent the model.
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Figure 4: The out-of plane (a) and the in-plane (b) components of the polarizability of the armchair
system listed in table Table 2. (a) static polarizability asa function of the number of rings in the
system, (b) the polarizability in order of increasing molecular size (from bottom to top), as a
function of the frequency. The points represent the c-DFT data while the lines represent the model.

Also the in-plane component behaves quantitatively similarly for these systems (polyenes,

acenes and armchair structures). The static polarizability for these systems are larger than a corre-

sponding alkane chain, and the increase in polarizability due to the frequency is higher. However,

there are small differences within these systems, which appear both in the c-DFT data and in the

data obtained from the model. The in-plane component of the polarizability of the polyenes in-

creases more with length compared to the acenes (Figure 3(b)) which again has slightly higher

polarizability than the armchair series (Figure 4(b)). Thedifferences in polarizability can be ex-

plained by looking at the number of carbon atoms in the chain compared to the length of the chain.
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In table Table 4, the size of the chains are reported both withrespect to number of carbon atoms

and distance. It is noted that although the polyeneC18H20 and octacene have a similar number

of carbon atoms in the chain, the polyene is about 7% longer. Thus with the same electric field,

the polyene feels a larger potential difference between itsends as compared to octacene. The

Table 4: Chain length

Name Scaling1 #C2 Distance/Å3

C18H20 1.85 18 21.7
octazene 1.34 17 19.7
benzo[c]naphto[2,1-m]picene 1.25 18 18.0

same reasoning can be used to explain why octacene has a higher polarizability (both static and

frequency-dependent) compared to benzo[c]naphto[2,1-m]picene. The latter is shorter in length

but longer in terms of number of carbon atoms, both which according to the model should pre-

dict a lower polarizability. In addition, due to slightly different bond distances, octacene has a

higher averageε along the chain compared to benzo[c]naphto[2,1-m]picene.For both polyenes

and aromatic molecules, the sum of the two distances describing gI,KM and ε is usually about

2.8 Å. However, in a few cases where carbon is bonded to three other carbon atoms, this distance

may increase to about 2.9 Å. In this case,ε increases to around 0.15 (see Figure 5), which is a

factor 3 larger than the value for the polyene chains, and which lead to the revised form ofgI,KM

in Eq. (17). This is the case both for the acenes and in the armchair series, but for the acenes it

has less impact on the total polarizability. For the acenes,ε becomes larger when connecting the

two parallel carbon chains, and in this case the value ofε is of less importance. For the armchair

series,ε becomes large for a few connections along the chain which have a larger impact.

In the poly(p-phenylene vinylene) systems, the key junctions between the benzene ring and the

vinyl group has angI,KM or ε described by bond lengths which sum to about 2.9 Å, so also in this

case, the revised form ofgI,KM in Eq. (17) lead to a dramatic improvement of the descriptionof

the polarizability along the chain. Thus these systems are now well described (see Figure 6). From

Figure 5 it is also noted that theε for sp3-carbon is lower than in out previous work.60 In addition,

both the hardness for hydrogen and andε when one of the atoms is a hydrogen atom (given by
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relevant distance is typically around 3.1 Å, while forsp2-carbon it is typically about 2.8 Å, but can
increase to about 2.9 Å in some situations. Forsp-carbon the distance is about 2.6 Å.
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ε = 1− g∗ 3
0,Cg∗

0,H ≈ 0.46) is less than in previous works.60 In combination, these effects give a

larger charge transfer contribution compared to previous work (for dodecane the charge transfer

contribution is currently of the same order of magnitude as the point dipole terms).60 However

since the charge transfer term of the polarizability in a long linear chain is proportional toε−1 (see

Eq. (47)), the differences between the models are less critical for high values ofε.

The polarizability along linear polyyne chains (not included in the parametrization) are shown

in Figure 7. For the longest chain at high frequencies, relatively larger errors are noted. However,

these errors are associated with a high frequency, and smallerrors in the estimation of the critical

frequency, approximately given by Eq. (49) for long chains,will have large impact on the result.
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For these systemsε approaches 1−g∗ 4
I,C and is thus about 0.02 (see Figure 5), and since the model

overestimates the frequency-dependent polarizability, this value is probably slightly too low. But,

taken into consideration that the model was not parametrized with triple bonds, the polarizability

of the smaller systems and the static polarizability of the larger systems are well described.
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In addition, the model was tested for both the static and frequency-dependent polarizability

for a large set of carbon-hydrogen systems not included in the parametrization, and the results

of this test is given in supplementary material. With the exception of a few cases with high fre-

quency close to a critical frequency, the model predicts thepolarizability within 5-10% error for all

molecules and all polarizability components in the test. This shows that the parameters obtained

studying simple systems are indeed transferable to other more complex molecules. One reason for

obtaining good static polarizability for many different systems, with parameters obtained from a

small training set is that the frequency-dependent polarizability is critically dependent on how the

static polarizability is divided into charge-transfer andpoint-dipole contributions.

Conclusions

The differences between the c-DFT calculations and the model are in general small, and it is

concluded that the presented model is capable of modeling the frequency-dependent polarizability

for systems containing hydrogen and carbon. Investigatingthe frequency-dependent polarizability
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also helps in parametrize the static polarizability, sincethe frequency-dependent polarizability is

highly dependent on how the static polarizability is divided into a charge-transfer part and a point-

dipole part. It is demonstrated that parameters for the polarizability yielding good result for many

different systems could be obtained using a small training set.
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Table 1: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
methane 0.00 16.46 17.23 16.46 17.23 16.46 17.23 0.00 0.00 0.00 0.00 -0.00 0.00
ethane 0.00 27.85 27.65 27.85 27.65 33.72 31.58 -0.00 0.00 -0.00 0.00 -0.00 0.00
ethane 0.02 27.88 27.69 27.88 27.69 33.82 31.63 -0.00 0.00 -0.00 0.00 -0.00 0.00
ethane 0.04 27.98 27.80 27.98 27.80 34.11 31.78 -0.00 0.00 -0.00 0.00 -0.00 0.00
ethane 0.06 28.16 28.01 28.16 28.01 34.61 32.04 -0.00 0.00 -0.00 0.00 -0.00 0.00
ethane 0.08 28.41 28.29 28.41 28.29 35.38 32.41 -0.00 0.00 -0.00 0.00 -0.00 0.00
ethane 0.10 28.74 28.68 28.74 28.68 36.46 32.90 -0.00 0.00 -0.00 0.00 -0.00 0.00
propane 0.00 46.24 45.28 38.06 38.01 41.92 40.27 0.00 0.00 -0.00 0.00 -0.00 0.00
propane 0.02 46.34 45.35 38.10 38.06 41.99 40.34 0.00 0.00 -0.00 0.00 -0.00 0.00
propane 0.04 46.64 45.57 38.24 38.23 42.22 40.52 0.00 0.00 -0.00 0.00 -0.00 0.00
propane 0.06 47.17 45.93 38.47 38.51 42.61 40.84 0.00 0.00 -0.00 0.00 -0.00 0.00
propane 0.08 47.95 46.46 38.80 38.92 43.19 41.30 0.00 0.00 -0.00 0.00 -0.00 0.00
propane 0.10 49.03 47.17 39.25 39.46 43.99 41.92 0.00 0.00 -0.00 0.00 -0.00 0.00
butane 0.00 62.31 61.24 53.38 51.27 48.05 48.16 -2.41 -1.43 -0.00 0.00 0.00 0.00
butane 0.02 62.44 61.34 53.47 51.35 48.11 48.23 -2.43 -1.44 0.00 0.00 -0.00 0.00
butane 0.04 62.86 61.64 53.76 51.59 48.27 48.44 -2.51 -1.45 0.00 0.00 -0.00 0.00
butane 0.06 63.59 62.15 54.24 52.01 48.56 48.80 -2.65 -1.47 0.00 0.00 -0.00 0.00
butane 0.08 64.66 62.88 54.95 52.61 48.97 49.32 -2.86 -1.50 -0.00 0.00 0.00 0.00
butane 0.10 66.14 63.86 55.93 53.42 49.52 50.01 -3.17 -1.55 0.00 0.00 -0.00 0.00
pentane 0.00 57.92 58.26 78.05 77.30 65.45 62.52 0.00 0.00 -0.00 0.00 0.00 0.00
hexane 0.00 82.65 79.18 89.08 88.76 67.74 68.36 -8.85 -9.22 -0.00 0.00 0.00 0.00
hexane 0.02 82.83 79.31 89.25 88.91 67.82 68.46 -8.89 -9.24 0.00 0.00 0.00 0.00
hexane 0.04 83.35 79.71 89.77 89.35 68.05 68.76 -9.03 -9.30 -0.00 0.00 -0.00 0.00
hexane 0.06 84.25 80.39 90.66 90.09 68.44 69.28 -9.28 -9.39 0.00 0.00 0.00 0.00
hexane 0.08 85.59 81.37 91.96 91.17 69.01 70.03 -9.63 -9.53 -0.00 0.00 -0.00 0.00
hexane 0.10 87.46 82.69 93.73 92.61 69.77 71.04 -10.13 -9.70 0.00 0.00 -0.00 0.00
heptane 0.00 77.53 78.31 111.68 111.37 88.50 84.57 -0.00 0.00 -0.00 0.00 -0.00 0.00
octane 0.00 129.23 128.80 99.62 95.36 87.30 88.26 -0.68 0.57 0.00 0.00 -0.00 0.00
octane 0.02 129.52 129.02 99.80 95.51 87.39 88.39 -0.70 0.57 0.00 0.00 -0.00 0.00
octane 0.04 130.40 129.68 100.32 95.98 87.68 88.79 -0.76 0.57 0.00 0.00 0.00 0.00
octane 0.06 131.90 130.82 101.22 96.77 88.18 89.45 -0.87 0.56 -0.00 0.00 -0.00 0.00
octane 0.08 134.11 132.45 102.54 97.93 88.90 90.42 -1.05 0.55 0.00 0.00 -0.00 0.00
octane 0.10 137.13 134.63 104.37 99.48 89.86 91.72 -1.31 0.54 -0.00 0.00 0.00 0.00
decane 0.00 164.02 164.05 122.57 117.49 106.78 108.13 0.39 1.75 -0.00 0.00 -0.00 0.00
dodecane 0.00 157.59 151.63 187.09 187.25 126.23 127.93 -22.51 -24.48 -0.00 0.00 0.00 0.00
dodecane 0.02 157.90 151.89 187.48 187.57 126.36 128.12 -22.60 -24.53 -0.00 0.00 0.00 0.00
dodecane 0.04 158.85 152.66 188.66 188.56 126.78 128.69 -22.88 -24.69 -0.00 0.00 0.00 0.00
dodecane 0.06 160.48 153.98 190.68 190.23 127.48 129.67 -23.37 -24.95 -0.00 0.00 0.00 0.00
dodecane 0.08 162.89 155.89 193.63 192.65 128.50 131.08 -24.08 -25.33 -0.00 0.00 0.00 0.00
dodecane 0.10 166.23 158.47 197.65 195.89 129.88 132.98 -25.05 -25.82 -0.00 0.00 0.00 0.00
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Table 2: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
ethene 0.00 18.61 21.40 27.16 25.61 29.86 33.71 0.00 0.00 0.00 0.00 -0.00 0.00
ethene 0.02 18.64 21.44 27.19 25.65 29.94 33.79 0.00 0.00 0.00 0.00 -0.00 0.00
ethene 0.04 18.72 21.56 27.31 25.77 30.17 34.05 0.00 0.00 0.00 0.00 0.00 0.00
ethene 0.06 18.85 21.77 27.50 25.97 30.57 34.49 0.00 0.00 0.00 0.00 0.00 0.00
ethene 0.08 19.04 22.08 27.78 26.27 31.17 35.13 0.00 0.00 0.00 0.00 0.00 0.00
ethene 0.10 19.30 22.49 28.15 26.66 32.00 36.01 0.00 0.00 0.00 0.00 0.00 0.00
butadiene 0.00 63.12 75.70 50.98 48.86 31.47 34.83 -5.33 -9.01 0.00 0.00 0.00 0.00
butadiene 0.02 63.32 76.02 51.07 48.96 31.51 34.89 -5.38 -9.09 0.00 0.00 0.00 0.00
butadiene 0.04 63.94 76.99 51.35 49.27 31.64 35.06 -5.51 -9.33 0.00 0.00 0.00 0.00
butadiene 0.06 65.02 78.70 51.82 49.79 31.85 35.37 -5.75 -9.76 0.00 0.00 0.00 0.00
butadiene 0.08 66.63 81.31 52.52 50.57 32.15 35.81 -6.12 -10.42 0.00 0.00 0.00 0.00
butadiene 0.10 68.92 85.12 53.48 51.64 32.55 36.40 -6.65 -11.42 0.00 0.00 0.00 0.00
hexatriene 0.00 111.26 130.68 80.54 77.32 44.09 48.23 -21.03 -27.44 0.00 0.00 0.00 0.00
hexatriene 0.02 111.85 131.48 80.77 77.57 44.15 48.31 -21.28 -27.74 0.00 0.00 0.00 0.00
hexatriene 0.04 113.70 134.00 81.50 78.32 44.31 48.54 -22.06 -28.71 0.00 0.00 0.00 0.00
hexatriene 0.06 117.02 138.55 82.78 79.65 44.59 48.94 -23.47 -30.46 0.00 0.00 0.00 0.00
hexatriene 0.08 122.27 145.80 84.76 81.73 45.00 49.53 -25.74 -33.31 0.00 0.00 0.00 0.00
hexatriene 0.10 130.33 157.11 87.73 84.84 45.53 50.32 -29.33 -37.86 0.00 0.00 0.00 0.00
polyene(C8H10) 0.00 169.89 195.34 116.58 112.68 56.63 61.53 -45.61 -54.79 0.00 0.00 0.00 0.00
polyene(C8H10) 0.02 171.19 196.93 117.11 113.21 56.70 61.62 -46.28 -55.54 0.00 0.00 0.00 0.00
polyene(C8H10) 0.04 175.30 201.93 118.77 114.86 56.91 61.91 -48.42 -57.90 0.00 0.00 0.00 0.00
polyene(C8H10) 0.06 182.90 211.20 121.81 117.89 57.26 62.40 -52.41 -62.33 0.00 0.00 0.00 0.00
polyene(C8H10) 0.08 195.56 226.61 126.79 122.84 57.77 63.11 -59.17 -69.80 0.00 0.00 0.00 0.00
polyene(C8H10) 0.10 216.73 252.35 134.96 130.90 58.44 64.07 -70.72 -82.49 0.00 0.00 0.00 0.00
polyene(C10H12) 0.00 238.62 269.78 155.69 150.72 69.14 74.72 -75.70 -87.18 0.00 0.00 0.00 0.00
polyene(C10H12) 0.02 240.98 272.48 156.64 151.65 69.23 74.83 -77.01 -88.55 0.00 0.00 0.00 0.00
polyene(C10H12) 0.04 248.52 281.08 159.67 154.59 69.48 75.17 -81.22 -92.96 0.00 0.00 0.00 0.00
polyene(C10H12) 0.06 262.87 297.36 165.39 160.12 69.90 75.75 -89.29 -101.38 0.00 0.00 0.00 0.00
polyene(C10H12) 0.08 287.89 325.53 175.22 169.57 70.51 76.59 -103.55 -116.15 0.00 0.00 0.00 0.00
polyene(C10H12) 0.10 333.28 375.99 192.76 186.27 71.31 77.73 -129.82 -143.09 0.00 0.00 0.00 0.00
polyene(C14H16) 0.00 394.93 438.47 241.95 236.08 94.12 101.07 148.32 165.27 0.00 0.00 0.00 0.00
polyene(C14H16) 0.02 400.31 444.27 244.12 238.18 94.23 101.22 151.48 168.48 0.00 0.00 0.00 0.00
polyene(C14H16) 0.04 417.80 463.07 251.15 244.99 94.56 101.67 161.80 178.93 0.00 0.00 0.00 0.00
polyene(C14H16) 0.06 452.47 500.06 265.00 258.35 95.13 102.42 182.39 199.68 0.00 0.00 0.00 0.00
polyene(C14H16) 0.08 517.79 568.94 290.81 283.17 95.93 103.52 221.54 238.85 0.00 0.00 0.00 0.00
polyene(C14H16) 0.10 655.07 711.91 344.40 334.94 97.00 105.00 304.71 321.85 0.00 0.00 0.00 0.00
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Table 3: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
polyene(C18H20) 0.00 566.92 623.95 334.75 329.15 119.05 127.26 231.12 254.72 0.00 0.00 0.00 0.00
polyene(C18H20) 0.02 576.21 633.78 338.51 332.84 119.19 127.44 236.71 260.38 0.00 0.00 0.00 0.00
polyene(C18H20) 0.04 606.84 666.07 350.85 344.97 119.61 127.99 255.19 279.05 0.00 0.00 0.00 0.00
polyene(C18H20) 0.06 669.42 731.65 375.92 369.70 120.31 128.92 293.14 317.37 0.00 0.00 0.00 0.00
polyene(C18H20) 0.08 794.53 862.65 425.62 419.73 121.32 130.26 369.59 395.33 0.00 0.00 0.00 0.00
polyene(C18H20) 0.10 1093.44 1206.59 543.19 559.96 122.65 132.08 553.79 609.88 0.00 0.00 0.00 0.00
polyene(C22H24) 0.00 747.80 819.05 431.54 427.42 143.97 153.38 319.99 351.61 0.00 0.00 0.00 0.00
polyene(C22H24) 0.02 761.61 833.56 437.14 433.02 144.14 153.60 328.40 360.17 0.00 0.00 0.00 0.00
polyene(C22H24) 0.04 807.57 880.82 455.71 452.07 144.64 154.25 356.45 389.46 0.00 0.00 0.00 0.00
polyene(C22H24) 0.06 903.61 982.44 494.29 491.13 145.48 155.35 415.33 449.25 0.00 0.00 0.00 0.00
polyene(C22H24) 0.08 1104.74 1203.62 574.47 582.61 146.69 156.95 539.42 587.08 0.00 0.00 0.00 0.00
polyene(C26H28) 0.00 933.80 1020.57 529.95 527.99 168.88 179.56 411.72 452.05 0.00 0.00 0.00 0.00
polyene(C26H28) 0.02 952.50 1040.20 537.53 535.71 169.07 179.81 423.18 463.81 0.00 0.00 0.00 0.00
polyene(C26H28) 0.04 1015.14 1105.99 562.86 561.78 169.65 180.56 461.64 503.49 0.00 0.00 0.00 0.00
polyene(C26H28) 0.06 1148.26 1247.82 616.40 619.56 170.64 181.84 543.74 590.70 0.00 0.00 0.00 0.00
benzene 0.00 73.85 77.67 73.85 77.67 39.10 41.74 0.00 0.00 0.00 0.00 0.00 0.00
benzene 0.02 73.99 77.88 73.99 77.88 39.15 41.80 0.00 0.00 0.00 0.00 0.00 0.00
benzene 0.04 74.40 78.50 74.40 78.50 39.28 41.99 0.00 0.00 0.00 0.00 0.00 0.00
benzene 0.06 75.11 79.57 75.11 79.57 39.50 42.30 0.00 0.00 0.00 0.00 0.00 0.00
benzene 0.08 76.14 81.16 76.14 81.16 39.82 42.76 0.00 0.00 0.00 0.00 0.00 0.00
benzene 0.10 77.54 83.37 77.54 83.37 40.24 43.38 0.00 0.00 0.00 0.00 0.00 0.00
anthracene 0.00 78.59 82.16 156.59 158.29 255.92 255.07 0.00 0.00 0.00 0.00 0.00 0.00
anthracene 0.02 78.67 82.26 156.88 158.76 257.29 256.48 0.00 0.00 0.00 0.00 0.00 0.00
anthracene 0.04 78.93 82.59 157.76 160.21 261.53 260.84 0.00 0.00 0.00 0.00 -0.00 0.00
anthracene 0.06 79.35 83.14 159.27 162.83 269.15 268.64 0.00 0.00 0.00 0.00 0.00 0.00
anthracene 0.08 79.96 83.95 161.52 167.08 281.18 280.88 0.00 0.00 0.00 0.00 0.00 0.00
anthracene 0.10 80.76 85.02 164.78 174.49 299.65 299.45 0.00 0.00 0.00 0.00 0.00 0.00
naphtalene 0.00 58.97 62.07 116.15 118.30 150.19 154.88 0.00 0.00 0.00 0.00 0.00 0.00
naphtalene 0.02 59.03 62.16 116.37 118.63 150.70 155.51 0.00 0.00 0.00 0.00 -0.00 0.00
naphtalene 0.04 59.23 62.41 117.03 119.64 152.26 157.44 0.00 0.00 0.00 0.00 -0.00 0.00
naphtalene 0.06 59.55 62.85 118.16 121.40 154.99 160.84 0.00 0.00 0.00 0.00 -0.00 0.00
naphtalene 0.08 60.02 63.49 119.83 124.07 159.12 166.02 0.00 0.00 0.00 0.00 0.00 0.00
naphtalene 0.10 60.63 64.34 122.20 127.95 165.06 173.53 0.00 0.00 0.00 0.00 0.00 0.00
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Table 4: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
phenanthrene 0.00 78.20 81.77 227.56 229.09 165.19 168.13 0.00 0.00 0.00 0.00 -0.00 0.00
phenanthrene 0.02 78.28 81.88 228.55 230.20 165.53 168.64 0.00 0.00 0.00 0.00 -0.00 0.00
phenanthrene 0.04 78.53 82.21 231.64 233.65 166.58 170.22 0.00 0.00 0.00 0.00 -0.00 0.00
phenanthrene 0.06 78.95 82.77 237.17 239.83 168.38 173.01 0.00 0.00 0.00 0.00 -0.00 0.00
phenanthrene 0.08 79.55 83.58 245.93 249.52 171.05 177.27 0.00 0.00 0.00 0.00 -0.00 0.00
phenanthrene 0.10 80.34 84.67 259.67 264.27 174.90 183.57 0.00 0.00 0.00 0.00 -0.00 0.00
tetracene 0.04 397.56 383.96 197.91 199.65 98.53 103.24 0.00 0.00 0.00 0.00 0.00 0.00
tetracene 0.06 413.64 398.68 199.79 203.24 99.06 103.92 0.00 0.00 0.00 0.00 0.00 0.00
tetracene 0.08 439.99 422.46 202.61 209.57 99.81 104.89 0.00 0.00 0.00 0.00 0.00 0.00
tetracene 0.10 482.90 460.51 206.75 228.90 100.80 106.21 -0.00 0.00 0.00 0.00 0.00 0.00
pentacene 0.00 535.63 506.86 236.07 235.59 117.59 122.87 0.00 0.00 0.00 0.00 0.00 0.00
pentacene 0.02 540.42 511.03 236.49 236.30 117.71 123.03 0.00 0.00 0.00 0.00 0.00 0.00
pentacene 0.04 555.58 524.20 237.78 238.56 118.09 123.50 0.00 0.00 0.00 0.00 0.00 0.00
pentacene 0.06 583.94 548.59 240.02 242.77 118.71 124.29 0.00 0.00 0.00 0.00 0.00 0.00
pentacene 0.08 631.88 589.30 243.37 250.82 119.61 125.43 0.00 0.00 0.00 0.00 0.00 0.00
pentacene 0.10 714.25 660.25 248.39 273.75 120.78 126.97 0.00 0.00 0.00 0.00 0.00 0.00
heptacene 0.00 877.91 806.40 314.83 312.21 156.45 162.80 -0.00 0.00 0.00 0.00 0.00 0.00
heptacene 0.02 888.24 814.91 315.38 313.24 156.62 163.00 -0.00 0.00 0.00 0.00 0.00 0.00
heptacene 0.04 921.40 842.16 317.07 316.22 157.10 163.60 -0.00 0.00 0.00 0.00 0.00 0.00
heptacene 0.06 985.22 894.43 319.99 322.18 157.93 164.64 -0.00 0.00 0.00 0.00 0.00 0.00
heptacene 0.08 1098.90 988.94 324.37 337.51 159.10 166.13 -0.00 0.00 0.00 0.00 0.00 0.00
heptacene 0.10 1313.23 1123.95 330.99 348.18 160.65 168.12 -0.00 0.00 0.00 0.00 0.00 0.00
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Table 5: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
hexacene 0.00 700.67 652.04 275.50 273.74 137.03 143.02 0.00 0.00 0.00 0.00 0.00 0.00
hexacene 0.02 707.99 658.20 275.99 274.56 137.18 143.20 0.00 0.00 0.00 0.00 0.00 0.00
hexacene 0.04 731.34 677.79 277.48 277.10 137.61 143.73 0.00 0.00 0.00 0.00 0.00 0.00
hexacene 0.06 775.69 714.70 280.06 281.81 138.33 144.64 0.00 0.00 0.00 0.00 0.00 0.00
hexacene 0.08 852.78 778.63 283.94 290.17 139.37 145.96 -0.00 0.00 0.00 0.00 0.00 0.00
hexacene 0.10 991.79 1017.47 289.78 306.46 140.73 147.72 -0.00 0.00 0.00 0.00 0.00 0.00
octacene 0.00 1064.45 967.60 354.08 351.30 175.86 182.66 -0.00 0.00 0.00 0.00 0.00 0.00
octacene 0.02 1078.19 978.77 354.70 352.52 176.04 182.88 -0.00 0.00 0.00 0.00 0.00 0.00
octacene 0.04 1122.55 1014.78 356.58 356.65 176.59 183.56 -0.00 0.00 0.00 0.00 0.00 0.00
octacene 0.06 1208.90 1085.06 359.82 367.13 177.52 184.71 -0.00 0.00 0.00 0.00 0.00 0.00
octacene 0.08 1366.05 1219.06 364.69 306.07 178.83 186.36 0.00 0.00 0.00 0.00 0.00 0.00
octacene 0.10 1674.59 1437.29 372.05 371.09 180.57 188.58 0.00 0.00 0.00 0.00 0.00 0.00
styrene 0.00 118.57 123.28 97.18 102.68 51.32 54.68 -10.08 -14.43 0.00 0.00 0.00 0.00
styrene 0.02 118.95 123.78 97.38 102.97 51.38 54.76 -10.17 -14.56 0.00 0.00 0.00 0.00
styrene 0.04 120.11 125.34 97.98 103.88 51.55 55.01 -10.45 -14.98 0.00 0.00 0.00 0.00
styrene 0.06 122.15 128.11 99.01 105.47 51.85 55.42 -10.96 -15.75 0.00 0.00 0.00 0.00
styrene 0.08 125.24 132.41 100.54 107.86 52.28 56.02 -11.74 -16.96 0.00 0.00 0.00 0.00
styrene 0.10 129.69 138.85 102.65 111.29 52.85 56.83 -12.89 -18.85 0.00 0.00 0.00 0.00
stilbene 0.00 203.95 210.23 225.39 224.13 83.25 87.77 58.95 57.62 0.00 0.00 0.00 0.00
stilbene 0.02 204.85 211.29 226.56 225.41 83.34 87.89 59.71 58.39 0.00 0.00 0.00 0.00
stilbene 0.04 207.65 214.61 230.23 229.41 83.61 88.25 62.13 60.81 0.00 0.00 0.00 0.00
stilbene 0.06 212.74 220.68 236.93 236.80 84.07 88.86 66.62 65.38 0.00 0.00 0.00 0.00
stilbene 0.08 220.95 230.59 247.82 249.10 84.72 89.75 74.12 73.23 0.00 0.00 0.00 0.00
stilbene 0.10 234.08 249.87 265.45 271.48 85.58 90.95 86.66 88.44 0.00 0.00 0.00 0.00
1,4-dicinnamyl-benzene 0.00 528.57 533.06 243.55 252.28 127.07 133.39 51.69 59.07 0.00 0.00 0.00 0.00
1,4-dicinnamyl-benzene 0.02 533.53 539.04 244.07 253.06 127.21 133.56 52.50 60.08 0.00 0.00 0.00 0.00
1,4-dicinnamyl-benzene 0.04 549.34 558.51 245.67 255.49 127.62 134.10 55.10 63.39 0.00 0.00 0.00 0.00
1,4-dicinnamyl-benzene 0.06 579.25 597.38 248.48 259.88 128.31 135.01 60.05 69.98 0.00 0.00 0.00 0.00
1,4-dicinnamyl-benzene 0.08 630.95 672.71 252.82 266.98 129.29 136.32 68.71 82.68 0.00 0.00 0.00 0.00
1,4-dicinnamyl-benzene 0.10 723.32 849.80 259.41 279.06 130.58 138.08 84.38 111.78 0.00 0.00 0.00 0.00
1,4-divinylbenzene 0.00 178.31 190.63 114.89 119.37 63.46 67.71 -13.41 -22.99 0.00 0.00 0.00 0.00
1,4-divinylbenzene 0.02 179.15 191.83 115.10 119.70 63.54 67.81 -13.55 -23.24 0.00 0.00 0.00 0.00
1,4-divinylbenzene 0.04 181.73 195.61 115.74 120.69 63.76 68.11 -13.99 -24.05 0.00 0.00 0.00 0.00
1,4-divinylbenzene 0.06 186.34 202.59 116.85 122.44 64.13 68.62 -14.78 -25.54 0.00 0.00 0.00 0.00
1,4-divinylbenzene 0.08 193.50 214.15 118.48 125.11 64.67 69.36 -16.01 -28.02 0.00 0.00 0.00 0.00
1,4-divinylbenzene 0.10 204.26 233.52 120.72 129.03 65.38 70.36 -17.90 -32.19 0.00 0.00 0.00 0.00
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Table 6: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
chrysene 0.00 208.01 212.08 325.26 322.35 97.29 101.64 20.28 20.81 0.00 0.00 0.00 0.00
chrysene 0.02 208.45 212.77 327.02 324.19 97.39 101.77 20.50 21.02 0.00 0.00 0.00 0.00
chrysene 0.04 209.78 214.90 332.52 329.96 97.70 102.16 21.18 21.68 0.00 0.00 0.00 0.00
chrysene 0.06 212.08 218.70 342.55 340.38 98.21 102.84 22.45 22.87 0.00 0.00 0.00 0.00
chrysene 0.08 215.52 224.69 358.94 357.06 98.95 103.82 24.53 24.76 0.00 0.00 0.00 0.00
chrysene 0.10 220.50 234.18 386.33 383.34 99.91 105.15 28.08 27.62 0.00 0.00 0.00 0.00
benzo[c]picene 0.00 524.12 508.53 318.08 318.98 135.29 140.66 84.42 74.21 0.00 0.00 0.00 0.00
benzo[c]picene 0.02 527.71 512.06 319.04 320.24 135.43 140.84 85.52 75.11 0.00 0.00 0.00 0.00
benzo[c]picene 0.04 539.04 523.16 322.01 324.17 135.84 141.39 89.03 77.96 0.00 0.00 0.00 0.00
benzo[c]picene 0.06 560.15 543.63 327.35 331.30 136.55 142.32 95.68 83.25 0.00 0.00 0.00 0.00
benzo[c]picene 0.08 595.98 577.58 335.90 342.95 137.54 143.67 107.26 92.06 0.00 0.00 0.00 0.00
benzo[c]picene 0.10 660.32 634.99 349.97 363.15 138.85 145.50 128.86 106.46 0.00 0.00 0.00 0.00
benzo[c]naphto[2,1-m]picene 0.00 694.55 667.06 480.61 472.43 173.19 179.88 189.36 165.87 0.00 0.00 0.00 0.00
benzo[c]naphto[2,1-m]picene 0.02 699.78 672.09 482.89 474.92 173.36 180.10 192.03 168.06 0.00 0.00 0.00 0.00
benzo[c]naphto[2,1-m]picene 0.04 716.41 688.02 490.09 482.78 173.89 180.79 200.58 175.02 0.00 0.00 0.00 0.00
benzo[c]naphto[2,1-m]picene 0.06 747.78 717.81 503.46 497.32 174.78 181.96 216.94 188.14 0.00 0.00 0.00 0.00
benzo[c]naphto[2,1-m]picene 0.08 802.29 768.69 526.17 521.82 176.04 183.67 246.06 210.59 0.00 0.00 0.00 0.00
benzo[c]naphto[2,1-m]picene 0.10 904.83 862.57 567.54 567.25 177.69 185.97 302.66 248.65 0.00 0.00 0.00 0.00
tetracene 0.00 386.00 373.30 196.47 197.15 98.12 102.71 0.00 0.00 0.00 0.00 0.00 0.00
tetracene 0.02 388.79 375.88 196.83 197.75 98.22 102.84 0.00 0.00 0.00 0.00 0.00 0.00
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Table 7: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
g(2,2) 0.00 249.08 257.69 200.20 199.56 85.64 88.99 -0.00 0.00 0.00 0.00 0.00 0.00
g(2,2) 0.02 250.06 259.12 200.70 200.26 85.73 89.10 -0.00 0.00 0.00 0.00 0.00 0.00
g(2,2) 0.04 253.07 263.63 202.23 202.39 86.00 89.45 -0.00 0.00 0.00 0.00 0.00 0.00
g(2,2) 0.06 258.40 271.94 204.89 206.17 86.46 90.03 -0.00 0.00 0.00 0.00 0.00 0.00
g(2,2) 0.08 266.60 285.88 208.95 212.02 87.10 90.88 -0.00 0.00 0.00 0.00 0.00 0.00
g(2,2) 0.10 278.80 310.60 215.13 220.80 87.96 92.02 -0.00 0.00 0.00 0.00 0.00 0.00
g(2,3) 0.00 111.56 115.26 332.67 330.18 307.87 310.92 0.00 0.00 0.00 0.00 -0.00 0.00
g(2,3) 0.02 111.67 115.40 334.00 332.01 308.90 312.37 0.00 0.00 0.00 0.00 -0.00 0.00
g(2,3) 0.04 112.01 116.56 338.11 348.70 312.05 325.18 0.00 0.00 0.00 0.00 -0.00 0.00
g(2,3) 0.06 112.59 116.56 345.48 348.70 317.60 325.18 0.00 0.00 0.00 0.00 -0.00 0.00
g(2,3) 0.08 113.41 117.62 357.20 368.01 326.14 338.68 0.00 0.00 0.00 0.00 0.00 0.00
g(2,3) 0.10 114.48 119.04 376.10 409.11 339.10 361.49 0.00 0.00 0.00 0.00 0.00 0.00
g(4,2) 0.00 565.70 562.28 346.03 349.57 138.19 142.92 31.01 45.53 0.00 0.00 0.00 0.00
g(4,2) 0.02 569.52 567.52 346.97 351.46 138.33 143.09 31.41 46.81 0.00 0.00 0.00 0.00
g(4,2) 0.04 581.49 584.86 349.85 357.74 138.75 143.61 32.65 51.40 0.00 0.00 0.00 0.00
g(4,2) 0.06 603.45 622.14 354.92 371.57 139.46 144.50 34.95 63.42 0.00 0.00 0.00 0.00
g(4,2) 0.08 639.55 737.47 362.77 418.95 140.47 145.77 38.74 119.57 0.00 0.00 0.00 0.00
g(4,2) 0.10 699.59 558.16 375.10 308.25 141.79 147.47 44.84 -43.88 0.00 0.00 0.00 0.00
g(6,2) 0.00 995.21 959.29 476.82 479.41 190.38 196.10 37.69 59.13 0.00 0.00 0.00 0.00
g(6,2) 0.02 1004.51 971.08 478.05 482.01 190.57 196.33 38.25 61.20 0.00 0.00 0.00 0.00
g(6,2) 0.04 1034.08 1012.41 481.82 491.42 191.13 197.03 40.04 69.93 0.00 0.00 0.00 0.00
g(8,2) 0.00 1491.21 1408.86 606.64 608.01 242.43 249.47 42.25 67.39 0.00 0.00 0.00 0.00
g(8,2) 0.02 1508.20 1429.00 608.15 611.49 242.66 249.76 42.94 70.11 0.00 0.00 0.00 0.00
g(8,2) 0.06 1667.71 1498.45 620.90 623.96 244.59 250.63 49.43 80.83 0.00 0.00 0.00 0.00
g(3,3) 0.00 144.51 149.07 433.14 432.79 495.22 489.85 0.00 0.00 0.00 0.00 -0.00 0.00
g(3,3) 0.02 144.66 149.25 434.76 435.74 497.59 492.94 0.00 0.00 0.00 0.00 -0.00 0.00
g(3,3) 0.04 145.09 149.78 439.81 445.56 504.99 502.74 0.00 0.00 0.00 0.00 -0.00 0.00
g(4,3) 0.00 177.27 182.47 531.58 529.83 719.27 697.34 0.00 0.00 0.00 0.00 0.00 0.00
g(4,3) 0.02 177.44 182.69 533.49 533.71 723.72 702.76 0.00 0.00 0.00 0.00 0.00 0.00
g(4,3) 0.04 177.96 183.32 539.42 547.12 737.67 720.17 0.00 0.00 0.00 0.00 0.00 0.00
g(6,3) 0.00 242.47 248.85 725.36 717.63 1251.52 1179.00 0.00 0.00 0.00 0.00 -0.00 0.00
g(6,3) 0.02 242.70 249.13 727.80 722.59 1262.16 1190.86 0.00 0.00 0.00 0.00 -0.00 0.00
g(8,3) 0.00 307.47 315.34 917.45 916.02 1867.67 1735.26 0.00 0.00 0.00 0.00 0.00 0.00
g(8,3) 0.02 307.76 315.69 920.41 926.18 1886.97 1756.40 0.00 0.00 0.00 0.00 0.00 0.00
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Table 8: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
C60 fullerene 0.00 479.00 496.85 479.00 496.85 479.01 496.85 -0.00 0.00 0.00 0.00 -0.00 0.00
C60 fullerene 0.02 480.02 498.61 480.02 498.61 480.03 498.61 -0.00 0.00 0.00 0.00 -0.00 0.00
C60 fullerene 0.04 483.14 504.11 483.14 504.11 483.15 504.11 -0.00 0.00 0.00 0.00 -0.00 0.00
C60 fullerene 0.06 488.51 514.08 488.51 514.08 488.52 514.08 -0.00 0.00 0.00 0.00 -0.00 0.00
C60 fullerene 0.08 496.44 530.36 496.44 530.36 496.45 530.36 -0.00 0.00 -0.00 0.00 -0.00 0.00
C60 fullerene 0.10 507.45 558.66 507.45 558.66 507.46 558.73 -0.00 0.00 -0.00 0.00 -0.00 0.00
ethyne 0.00 16.97 19.01 16.97 19.01 28.10 30.47 0.00 0.00 0.00 0.00 0.00 0.00
ethyne 0.02 16.99 19.05 16.99 19.05 28.17 30.54 0.00 0.00 0.00 0.00 0.00 0.00
ethyne 0.04 17.07 19.16 17.07 19.16 28.38 30.74 0.00 0.00 0.00 0.00 0.00 0.00
ethyne 0.06 17.21 19.35 17.21 19.35 28.75 31.07 0.00 0.00 0.00 0.00 0.00 0.00
ethyne 0.08 17.41 19.62 17.41 19.62 29.27 31.56 0.00 0.00 0.00 0.00 0.00 0.00
ethyne 0.10 17.67 20.00 17.67 20.00 29.99 32.22 0.00 0.00 0.00 0.00 0.00 0.00
butadiyne 0.00 28.54 29.74 28.54 29.74 61.35 82.14 0.00 0.00 0.00 0.00 0.00 0.00
butadiyne 0.02 28.59 29.79 28.59 29.79 61.60 82.45 0.00 0.00 0.00 0.00 0.00 0.00
butadiyne 0.04 28.72 29.94 28.72 29.94 62.35 83.39 0.00 0.00 0.00 0.00 0.00 0.00
butadiyne 0.06 28.94 30.20 28.94 30.20 63.65 85.01 0.00 0.00 0.00 0.00 0.00 0.00
butadiyne 0.08 29.26 30.57 29.26 30.57 65.60 87.43 0.00 0.00 0.00 0.00 0.00 0.00
butadiyne 0.10 29.69 31.07 29.69 31.07 68.34 90.79 0.00 0.00 0.00 0.00 0.00 0.00
hexatriyne 0.00 39.86 40.18 39.86 40.18 127.55 160.57 0.00 0.00 0.00 0.00 0.00 0.00
hexatriyne 0.02 39.92 40.24 39.92 40.24 128.53 161.44 0.00 0.00 0.00 0.00 0.00 0.00
hexatriyne 0.04 40.10 40.43 40.10 40.43 131.59 164.10 0.00 0.00 0.00 0.00 0.00 0.00
hexatriyne 0.06 40.40 40.75 40.40 40.75 137.10 168.77 0.00 0.00 0.00 0.00 0.00 0.00
hexatriyne 0.08 40.83 41.22 40.83 41.22 145.84 175.86 0.00 0.00 0.00 0.00 0.00 0.00
hexatriyne 0.10 41.40 41.84 41.40 41.84 159.31 186.06 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C8H2) 0.00 51.10 50.61 51.10 50.61 225.70 265.33 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C8H2) 0.02 51.18 50.68 51.18 50.68 228.38 267.20 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C8H2) 0.04 51.40 50.91 51.40 50.91 236.90 273.01 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C8H2) 0.06 51.78 51.30 51.78 51.30 252.86 283.35 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C8H2) 0.08 52.32 51.86 52.32 51.86 279.93 299.43 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C8H2) 0.10 53.03 52.60 53.03 52.60 326.42 323.43 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C16H2) 0.00 95.87 92.44 95.87 92.44 913.12 886.72 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C16H2) 0.02 96.00 92.57 96.00 92.57 939.44 898.26 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C16H2) 0.04 96.41 92.96 96.41 92.95 1029.19 934.99 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C16H2) 0.06 97.09 93.61 97.09 93.61 1228.30 1004.32 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C16H2) 0.08 98.05 94.54 98.05 94.54 1702.52 1124.12 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C16H2) 0.10 99.33 95.79 99.33 95.79 3522.95 1338.92 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C20H2) 0.00 118.21 112.93 118.21 112.93 1397.70 1281.13 0.00 0.00 0.00 0.00 0.00 0.00
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Table 9: Polarizability in au
ω αxx αyy αzz αxy αxz αyz

Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT Mod. DFT
Polyyne(C20H2) 0.02 118.38 113.08 118.38 113.08 1448.42 1300.87 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C20H2) 0.04 118.87 113.54 118.87 113.54 1627.18 1364.45 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C20H2) 0.06 119.70 114.33 119.70 114.33 2058.63 1488.10 0.00 0.00 0.00 0.00 0.00 0.00
Polyyne(C20H2) 0.08 120.88 115.45 120.88 115.45 3333.97 1714.98 0.00 0.00 0.00 0.00 0.00 0.00
o-di(1-butadienylmethyl)-benzene 0.00 196.97 206.38 185.58 182.85 177.20 181.57 5.33 6.01 0.75 10.53 -0.44 2.82
p-hexyl-propyl-benzene 0.00 147.20 143.90 250.53 248.63 159.15 161.25 1.01 4.37 0.00 0.00 -0.00 0.00
trans-1.2-(3-vinylpropyl)-(butadienylmethyl)-ethene 0.00 136.18 136.41 166.33 172.95 152.09 155.78 -24.27 -21.57 -15.49 -23.01 8.46 9.73
trans-1-propyl-cis-methyl-decapentaene 0.00 156.92 160.54 352.59 360.44 162.20 158.66 101.43 103.14 8.46 14.05 28.59 36.57
2-naphtyl-1-butadienyl-methane 0.00 178.05 182.96 149.86 152.97 200.30 199.27 -5.49 -6.36 -45.86 -36.61 -0.21 1.43
1-octylbenzene 0.00 142.95 142.71 209.84 213.28 151.10 152.11 7.72 8.79 -8.17 -11.12 -16.75 -15.88
1-penthylbenzene 0.00 99.21 98.73 166.65 168.50 121.54 124.25 -4.77 -2.77 -0.00 0.00 0.00 0.00
6-pentyl-undecane 0.00 197.94 195.41 169.46 168.08 176.42 174.18 -12.98 -13.34 -15.73 -16.57 -13.63 -11.92
tetraphenyl 0.00 133.20 139.52 500.06 532.64 250.75 258.65 0.00 0.00 0.00 0.00 0.00 0.00
anti-1,3-dibutadienylpropane 0.00 204.66 229.01 111.98 109.89 112.67 110.85 -9.35 -5.63 -0.00 0.00 -0.00 0.00
1,7-gauche-3-methyl-nonane 0.00 116.03 114.52 132.09 129.42 137.89 135.85 2.30 2.05 -13.53 -12.43 -2.87 -2.08
6-gauche-2,3,4,5-tetramethylheptane 0.00 130.04 128.27 136.15 132.78 152.51 148.39 -4.28 -3.61 -4.21 -3.72 12.30 11.23
7-gauche-2,3,4-trimethylheptane 0.00 116.33 114.91 125.28 122.63 142.50 138.86 -5.25 -5.20 -3.73 -3.97 12.03 11.34
1-(m-ethylphenyl)-2-phenyl-propane 0.00 158.16 160.06 197.64 199.69 213.46 212.79 -4.28 -3.73 -7.86 -8.15 -0.20 2.78
1-phenyl-2-cyclohexyl-ethane 0.00 142.23 142.21 153.06 153.94 190.77 188.89 6.49 5.20 -31.98 -32.75 -4.97 -5.22
cis-1-methyl-decapentaene 0.00 134.01 127.37 306.50 331.53 79.67 84.14 41.76 43.55 0.00 0.00 -0.00 0.00
1,1-dimethyl-decapentaene 0.00 134.89 139.15 310.01 317.23 142.62 139.41 99.97 101.09 12.54 16.99 33.22 42.04
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Department of Chemistry, Norwegian University of Science

and Technology (NTNU), N-7491 Trondheim, Norway

Abstract

For a plasma with a low degree of ionization, it is natural to assume that doubly ionized molecules

are rare, and thus the plasma consists of neutral molecules, cations and free electrons. From a

theoretical point of view, monoatomic molecules are relatively simple, and argon is therefore a

good model system. Thus a model for the interaction between the argon atom, argon cation and

an electron is presented. In addition to electrostatic, polarization and dispersion energies, a model

for the exchange based on orbital overlaps is given, and the effects of the size for the electron

distribution of argon is discussed. For the electron distribution of argon, both a Gaussian and an

exponential distribution are investigated, and it is concluded that for the exchange, a model based

on an exponential distribution is preferred.
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I. INTRODUCTION

In this work, argon is exploited in the quest of understanding a plasma. The goal is to

develop a force field capable of simulating a transition from liquid argon to a plasma phase

caused by high electric fields. In such a plasma, the degree of ionization is low,1–3 and under

these conditions an argon plasma consist of neutral argon atoms Ar, argon cations Ar+ and

electrons, e−. Thus the interaction between the species in addition to a description of the

transition from Ar to Ar+ and e− (and vica versa) is needed. In this regard, it is noted that

impact ionization of argon has been studied using density function theory and compared to

experiments.4 However, here we focus primarily on the interaction between the species at

moderate separation distances.

Argon is well-known for its interatomic van der Waals forces, which often is given in

terms of a Lennard-Jones potential5,6

V = 4ǫ
(
(
σ

R
)12 − (

σ

R
)6
)

(1)

where ǫ and σ are parameters, consisting of a short-range repulsion energy and a dispersion

energy. The Pauli principle leads to a repulsive force at short separation distances, which

is purely quantum mechanical in nature. Normally, this energy is modelled by adding a

short-range repulsive potential, as for example the R−12 term in Eq. (1). Argon systems

have been studied extensively, and can for example be used as a benchmark calculation to

study the speed of molecular dynamics algorithms7. Even though Eq (1) may seem trivial

today, the study of argon has lead to a detailed understanding of exchange and dispersion

forces which are important in intermolecular interactions in general.8 Dispersion forces are,

for example, especially important in non-polar organic liquids.9

In the electronic force field (eFF) and similar quantum wave-package models, it is demon-

strated that it is possible to include electrons as classical particles in a force field,10,11 where

the electrons are described by Gaussian wave packages, and the dynamics is goverened by

Newton’s law. The kinetic energy of a Gaussian wave package can be calculated, and has

two contributions, one is the kinetic energy of the average speed, and the other is the inter-

nal kinetic energy, which is given by the size of the wave package. In addition, based on a

harmonic oscillator, a model for the size of the electron is presented.11 The model introduced

here will be similar to the eFF in many ways, however there is one key difference. In eFF,

all electrons are treated as independent particles, while here the goal is to include only the
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free electrons as independent particles. Thus the nucleus of the argon atom and the bound

electrons will be modeled as a single particle, but the free electrons can be treated similarly

as in the eFF.11

At long and moderate separation distances, the interaction between a neutral argon atom

and a charged particle is dominated by electronic polarization. Polarization models can be

grouped into two sets, one which is based on the charge transfer between the different atoms

and one where each atom is polarized.12 Because the separation distance between two argon

atoms is large compared to normal bond distances, we can primarily focus on the latter

contribution. In the point-dipole interaction (PDI) model, each atom is assigned a point-

dipole moment, which interact with each other.13–17 The polarizability of the argon dimer is

mostly given by twice the polarizability of the argon atom. However, examining the small

deviations from an additive contribution gives insight into how two argon atoms interact,

and therefore accurate calculations of the polarizability of the argon and helium dimers have

been carried out.18 Here the deviation from the additive contribution is modeled using the

the PDI model.

As demonstrated in this paper, at moderate separation distances, the interaction between

the different species (Ar, Ar+ and e−) can be calculated using fairly simple models.

II. THEORY

The theory section will be divided into three subsections, one for electrostatic interactions,

one for exchange and finally dispersion forces are discussed. The starting point for this model

is our previously published work on the polarizability.12,19–21

A. Electrostatics and polarization

Instead of point charges, Gaussian charge distributions are assumed,22

ρI(r) = qI

(
Φ∗

I

π

)3/2

e−Φ∗
Ir

2

(2)

where qI is the charge of the system and Φ∗
I is a measure of the size of the particle. The

interaction of two such particles, I and J , leads to a modified Coulomb’s law,23

V qq
IJ =

erf(
√
aIJRIJ)

RIJ
, (3)
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where

aIJ =
Φ∗

IΦ
∗
J

Φ∗
I + Φ∗

J

(4)

and RIJ is the distance between the two particles. Eq. (3) can be approximated as22,24

V qq
IJ =

1√
R2

IJ + π
4aIJ

. (5)

The electrostatic damping introduced in Eqs. (3) and (5) is based on Gaussian functions,

but here we would like to examine the difference between Gaussian orbitals and Slater-type

functions,

ρ(r) =
k3

2π
e−kr . (6)

Similar damping models to Eq. (5) have also been applied to approximate the Coulomb

interaction between two Slater-type orbitals.25–27 Thus, the type of orbital does not seem

to be of large importance for the electrostatic interactions. However, it does mean that

it is harder to link the parameters for the damping to the parameter k describing ρ(r) in

Eq. (6). Thus, if using exponential functions the Φ∗-parameters should be interpreted as

damping parameters only, and not a parameter associated with the parameter in Eq. (2).

For example, the damping for Slater-type functions has been given as26

T
(0)
IJ =

1√
R2

IJ + d2IJ
(7)

identical to Eq. (5) with d2IJ = π/(4aIJ). Furthermore, the expression for T
(1)
IJ,α describing

the charge-dipole interaction energy when including the damping term in Eq. (5) becomes

T
(1)
IJ,α = ∇αT

(0)
IJ = −RIJ,α

R̃3
IJ

(8)

where the damped distance, R̃IJ =
√
R2

IJ + π/4aIJ , is introduced. Likewise, T
(2)
IJ,αβ, describ-

ing the dipole-dipole interaction energy becomes

T
(2)
IJ,αβ = ∇βT

(1)
IJ,α =

3RIJ,αRIJ,β

R̃5
IJ

− δαβ

R̃3
IJ

. (9)

1. Atom-electron interaction

Let an atom consist of a nuclear charge Z and n electrons. The electrostatic interaction

between an electron with a damping parameter Φ∗
e and an atom with parameters Φ∗

I and
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Φ∗
Z becomes

V qq
ee + V qq

Ze =
n√

R2
Ie +

π
4aIe

− Z√
R2

Ie +
π

4aZe

=
n

R̃Ie

− Z

R̃Ze

. (10)

If a point charge is adopted for the free electron, Φ∗
e → ∞, and aIe = Φ∗

I . Ideally, the

parameter Φ∗
Z should be extremely large as the nucleus is very small. Since the interactions

between the electrons are more damped than the interaction between the electron and the

nucleus at short distances, the electrostatic energy becomes attractive at small distances.

If an atom interacts both with an external electric field, Eα and an electron at distance

RIe, the induced dipole moment will be given by the linear response to the total electric

field,

µind
α = α

(
Eα +

RIe,α

R̃3
Ie

)
(11)

where α is the isotropic polarizability of the atom. The polarization energy V pol
Ie becomes

V pol
Ie = −1

2
α

(
RIe,α

R̃3
Ie

+ Eα

)2

(12)

and the total interaction is VIe = V qq
Ie + V pol

Ie .

2. Atom-atom interaction

The charge-charge interaction between two atoms I and J , becomes

V qq
IJ =

ZIZJ

R̃ZIZJ

− nIZJ

R̃nIZJ

− nJZI

R̃ZInI

+
nInJ

R̃nInJ

(13)

where the R̃-terms use the appropriate damping parameters. Since the damping for the

electron-electron repulsion is larger than the damping of the nucleus-electron attraction at

moderate distances, an attractive force is found between two neutral atoms. However, at

very short distances the nucleus-nucleus repulsion dominates. To find the atomic dipole

moments µI,α the two-atom PDI model is solved. Define Eq
α as the electric field at atom I

caused by the charge from atom J ,

Eq
α = ZJ

RIJ,α

R̃3
nIZJ

− nJ
RIJ,α

R̃3
nInJ

(14)
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where RIJ,α = RJ,α − RI,α. Assuming two identical systems I and J , the PDI model may

be written as the following set of equations

µI,α

α
− T

(2)
IJ,αβµJ,β = Eα + Eq

α (15)

−T (2)
IJ,αβµI,β +

µJ,α

α
= Eα − Eq

α (16)

where Eα is an external electric field. Chosing a coordinate system where T
(2)
IJ,αβ is diagonal,

simplifies these equations to a two by two matrix problem which has the solutions

µI,α =
αEα

1 − αT
(2)
IJ,αα

+
αEq

α

1 + αT
(2)
IJ,αα

(17)

and

µJ,α = − αEα

1 − αT
(2)
IJ,αα

− αEq
α

1 + αT
(2)
IJ,αα

. (18)

Thus, without an external electric field the atomic dipole moment point towards each other

because of the different damping terms for the nuclei and electrons and the dipole-dipole

interaction is repulsive, while with a relatively large external electric field, the opposite is

true. With the atomic dipole moments given by Eqs. (17) and (18), the total charge-dipole

and dipole-dipole interaction energy can be written as

V qµ
IJ + V µµ

IJ = −
(

αE2
α

1 − αTIJ,αα
+

α(Eq
α)

2

1 + αTIJ,αα

)
(19)

which includes one contribution from each atom. The total electrostatic and polarization

energy is thus

V el+pol
IJ = V qq

IJ + V qµ
IJ + V µµ

IJ (20)

where the energy terms are given by Eqs. (13) and (19).

Eqs. (17) and (18) give the static polarizability for a diatomic molecule, when charge-

transfer contributions are ignored. Introducing a frequency-dependent polarizability model,20,28

the corresponding frequency-dependent polarizability becomes

ααβ =
2αδαβ

1 − αT
(2)
IJ,αβ − αcµω2

(21)

where cµ is an atom-type parameter and ω is the frequency.
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B. Exchange

The exchange energy, V exch, is defined as the difference between the energy obtained using

a product of non-orthogonal atomic orbitals for the wavefunction and the energy using an

anti-symmetric wavefunction (given by a determinant). For two electrons with parallel spin,

it may be approximated as29

V exch
IJ =

CS2
IJ

1 − S2
IJ

(22)

where C is a constant and SIJ is the overlap integral given as

SIJ = 〈ψI |ψJ〉 (23)

and ψI and ψJ are two normalized, non-orthogonal, one-particle wavefunctions. An ex-

pression for the parameter, C, may be obtained considering the kinetic energy of two non-

orthogonal Gaussian wave packets.10,11 For S ≪ 1, a Taylor expansion may be carried out

V exch
IJ = CIJS

2
IJ + C ′

IJS
4
IJ + · · · (24)

where CIJ and C ′
IJ are parameters. This expression has been used extensively in the con-

struction of polarizable force fields.30–32 At moderate separation distances, it is assumed

that S2
IJ is small such that only the lowest order term is needed. This is similar to ear-

lier published work,12 however the constant CIJ obtained there leads to a negative sign for

the exchange, since it relied on a Hartree product with orthogonal orbitals. A repulsive

form based on non-orthogonal orbitals is however preferred, otherwise an orthogonalization

energy has to be included explicitly, see for example Ref. 33.

The exchange energy for two electrons with opposite spin is zero, however it can be

argued that if including electron correlation effects, exchange may be modelled as non-

zero.11 Regardless, if one of the systems studied is a closed-shell system, the exchange will

be dominated by exchange between electrons with parallel spin, and the total exchange will

be given by a sum of such contributions. Furthermore, if one of the systems is a closed-shell

system, all exchange contributions will be dominated by the orthogonality requirement and

all these contributions will be repulsive.

The interaction between two open-shell systems is more difficult to model. The hydrogen

atom has a single electron in its ground state, and thus orthogonality does not necessarily

contribute when it interacts with a single electron. However orthogonality does contribute

7



to the total exchange when it interacts with an electron pair, and thus the total exchange

is highly dependent on which two systems that are involved.

For closed-shell systems, the interaction is of the same nature regardless of which sys-

tem it interacts with. In this case a simple combination, CIJ = WIWJ , has been chosen

where WI and WJ are atom-type parameters. Furthermore, the overlap of orbitals may be

approximated by the overlap of charge distribution34,35

S ′2
IJ ≈ 1

2

∫
ρ′1ρ

′
2dτ =

nInJ

2

∫
ρ1ρ2dτ (25)

where ρ1 and ρ2 are normalized to one and the factor 1/2 is included because only half of

the electrons have the same spin. Thus a model for the exchange is obtained as

V exch
IJ = WIWJS

′2
IJ = WIWJ

nInJ

2
S2
IJ . (26)

For S2
IJ , we investigate two trial functions,

S2
IJ = e−agIJR

2
IJ (27)

and

S2
IJ = (1 + aexchIJ RIJ)e

−aexchIJ RIJ (28)

where agIJ and aexchIJ are parameters.,

The first expression can be obtained by examining the overlap given by two Gaussian

charge distributions,12 while the main motivation behind Eq. (28) is to examine the difference

between Gaussian and Slater-type orbitals. Figure 1 shows the overlap between two Slater-

type charge distributions (ρ ∝ e−r) calculated numerically, compared both to Eqs. (27)

and (28). From Figure 1, it is found that both models can be used to approximate the overlap

between two Slater-type orbitals at short separation distances, but Eq. (28) is preferred for

longer distances. Thus, one would expect Eq. (28) to perform better than Eq. (27) for the

exchange energy.

For the Gaussian charge distribution in Eq. (27), agIJ can be linked to the width of the

Gaussian described by the Φ∗
I-parameters in Eq. (4). In this work, only argon is studied,

and therefore for simplicity we treat both ag and aexch as separate parameters.
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FIG. 1. Numerical integral of the overlap of two exponential functions, ρ = e−r and ρ′ = e−r′ , as

a function of separation distance (×), compared to on overlap given Eq. (27) (· · · ) and given by

Eq. (28) (−). Here ag = 0.125 and aexch = 0.75.

C. Dispersion

In the interaction between two unpolar systems, dispersion forces are important. The

dispersion energy may be linked to the frequency-dependent polarizability as32,36

V disp = −2

π

∫ ∞

0

αI,αβ(iω)T
(2)
IJ,αγT

(2)
IJ,βδαJ,γδ(iω)dω . (29)

Using our model for the frequency-dependent polarizability,20,28 the atomic polarizability

may be written as

αI,αβ(ω) =
αIδαβ

1 − αIcµω2
(30)

where αI,αβ = αIδαβ is the atomic isotropic polarizability and cµ is an atom-type parameter.

Furthermore, defining ωI = 1/
√
αIcµ, the regular expression for the Unsöld approximation

is obtained37

ααβ(ω) = αIδαβ
ω2

ω2 − ω2
(31)

which gives an expression for V disp as

V disp
IJ = −1

4

ωIωJ

ωI + ωJ
αIT

(2)
IJ,αβT

(2)
IJ,αβαJ . (32)

Including damping by using Eq. (9) for T
(2)
IJ,αβ yields three different sums to evaluate, and

the final expression for the dispersion energy becomes

V disp
IJ = −1

4

wIwJ

wI + wJ
αIαJ

(
9R4

R̃10
− 6R2

R̃8
+

3

R̃6

)
. (33)
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TABLE I. Parameters for Ar and Ar+ (in atomic units)

Parameter α cµ Φ∗
I Φ∗

Z WI ag aexch

Value 12.35 0.21 0.50 0.55 0.60 0.25 2.1

In the long range limit, R̃ → R and the expression may be simplified to

V disp
IJ = −3

2

ωIωJ

ωI + ωJ
αIαJ

(
1

R6

)
(34)

so that the familiar R−6-dependence of the dispersion energy is obtained.

III. APPLICATION ON ARGON

All reference data was obtained using density functional theory (DFT) with the BLYP38,39

functional and the A/TZP40,41 basis set, using the ADF software.42–44 For the van der Waals

interaction energy, the BLYP-D method was used for an improved description of the disper-

sion energy.9 This method gives a binding energy for the Ar-Ar dimer of about 0.004-0.005

eV, or about 0.1 kcal/mol which is too low compared to more accurate computations.45

However, it is sufficient for testing the model.

For Ar, an effective nucleus charge Zeff = 8 was adopted so that the core electrons

are treated together with the nucleus and thus the number of electrons becomes n = 8 (or

n = 7 if Ar+). The parameters are summarized in Table I, and it is noted that the exchange

parameters are only used in the Ar-Ar interaction, since it is difficult to obtaine reference

data to test the exchange between a free electron and an argon atom. Here, we have used

the same set of parameters for Ar and Ar+, but in general one would expect Ar and Ar+

to behave slightly differently.

The atomic polarizability, α, is obtained by a calculation on the isolated atom. Likewise,

the cµ-parameter in the dispersion energy was obtained from calculation of the frequency-

dependent polarizability for the atom which in our model is given in Eq. (30). In table II

the model is compared to the DFT-polarizability, and a good agreement is noted.

10



TABLE II. Frequency-dependent polarizability (α(ω) − α(0) (in atomic units) ) obtained by DFT

and our model.

ω αDFT αModel

0.02 0.016 0.017

0.04 0.064 0.065

0.06 0.146 0.147

0.08 0.263 0.264

0.10 0.418 0.418

A. Ar-Ar interaction

To obtain reasonable parameters for φ∗
I , the polarizability of the argon dimer was studied

(see Figures 2(a) and 2)(b). Except for the shortest separation distances, Φ∗
I = 0.5 gives

small deviations from DFT calculations, both for the static and the frequency-dependent

polarizability. The deviation between the model and DFT at the shortest separation distance

might be explained by a small charge transfer contribution, which is not included in the

PDI model. Φ∗
I = 0.5 gives a Gaussian function with a standard deviation of 1 bohr,

which is a reasonable size for the argon atom. If applying this Φ∗
I to Eq. (4), a value of ag

exactly to the one used here is obtained, thus separating ag from Φ∗
I might not be necessary.

Furthermore, with α, cµ and the Φ∗
I parameters fixed, all parameters used for calculating the

dispersion forces are known, and with the exception of Φ∗
Z , also all parameters describing

the electrostatic and polarization energy.

For the Ar-Ar interactions, repulsion dominates at short distances and it is therefore

an ideal system to investigate in detail a model for exchange effects. In Figures 3(a) and

3(b), the Ar-Ar interaction energy as a function of separation distance is shown, both with

respect to BLYP-D data, and with exchange models given by Eqs (27) and (28), respectively.

Figure 3(a) shows that both trial functions give a reasonable fit and it is difficult to see the

difference. However, when changing the scale of the graph (see Figure 3(b)), it is clear

that the overlap given by Eq. (28) gives a better fit, while a Gaussian overlap increases too

rapidly. This corresponds nicely with the difference between the two functions compared to

a numerical integral of two exponentials (see Figure 1).

When applying the model to an argon plasma, where hot electrons easily gain energy
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(a)Static polarizability for Ar2
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(b)Polarizability at ω = 0.1 au for Ar2

FIG. 2. Static and frequency-dependent polarizbility for Ar2. (a) αAr2−2αAr, (b) αAr2(ω)−αAr2(0)

for ω = 0.1 au, as a function of the separation distance. If the z-axis is along the Ar − Ar bond,

the xx and yy component of the polarizability with respect to DFT is given as � and the model

as · · · while the zz component of the polarizability with respect DFT is given as × and the model

as −.
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(c)Ar-Ar interaction energy

0 2 4 6 8 10
Distance [Bohr]

�2

�1

0

1

2

3

En
er

gy
 [e

V]

(d)Ar-Ar interaction energy

FIG. 3. Argon-argon interaction energy, with respect to DFT data (×), model based on overlap

given by Eq. (27) (· · · ) and given by Eq. (28) (−). In figure (a), there are two sets of data, one

without external field (the set with highest energy), and the other with an external field along

the bond equal to 0.005 au= 25.7 MV/cm. In figure (b), the same argon-argon interaction energy

(without an external field) is shown in another energy domain.

of the order eV, it is of crucial importance to have an overlap function which is capable

of describing both what happens at the 0.01 eV energy scale and what happens at the eV

range. Therefore it is concluded that an overlap of the form in Eq. (28) is more appropriate
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FIG. 4. (a) The comparison of a 1/R Coulomb potential (· · · ), the interaction between a point

charge and a Gaussian distribution with Φ∗ = 1 using the erf-function (−), the damping in Eq. (5)

(−−) and numerical integration using a charge distribution of the form ρ = e−kr (×). Here k

was adjusted to give the same result for R = 0. (b) The difference between the different damping

models and the Coulomb potential, in the range where the Ar-Ar interaction energy is around the

minimum.

than a Gaussian overlap as in Eq. (27).

Figure 3(a) also shows the interaction energy of two argon atoms in an electric field. It

is noted that the polarizability model correctly describes the reduction in energy caused by

the external electric field for Ar2.

Since the electrostatic repulsion between the electrons is more damped compared to

the attraction between one nucleus of one atom and the electrons of the other atom, the

attraction becomes larger than the repulsion. Thus, the electrostatic attraction in Ar2 is

dependent on the damping formula, where a small error in the damping model may lead to

large errors in the energy. As seen in figures 4(a) and 4(b), the damping given by Eq. (5) for

a Gaussian charge distribution, is slightly too large compared to Eq (3) and especially for

moderate distances, where Eq. (3) gives no damping at all. The parameter Φ∗
Z is needed to

correct for the too large damping at moderate distances. Actually, removing all penetration

effects by setting Φ∗
Z = Φ∗

I yields results which is of the same level of accuracy as the ones

presented here. However, a parameter Φ∗
Z 6= Φ∗

I was chosen to illustrate how the electrostatic

model behaves, which can be seen in Figures 5(a) and 5(b). At 6-10 bohr, the electrostatic

energy is negligible, but at short distances, it is interesting to see that a minimum in the
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electrostatic energy is obtained. A key point is that the parameters that determines the

elctrostatic energy (apart from Φ∗
z) and the dispersion energy have been determined from

the polarizability of the atom and the dimer. If only the energy had been parameterized, we

had not been able to make this distinction between the distance dependence of the exchange

and the electrostatic energies.
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FIG. 5. Ar-Ar interaction energy contributions; dispersion energy (− ), electrostatic energy (· · · )

and exchange (−−). The difference between (a) and (b) is the energy scale. Here Eq. (28) is used

for the exchange.

To obtain a more realistic model with the nucleus being a point charge, a more accurate

damping model is needed, since for Eq. (5)

lim
R→∞

1

RIJ
− 1

R̃IJ

∝ 1

R3
IJ

, (35)

while Eq. (3) reaches Coulomb’s law exponentially. For large distances, the damping ap-

proaches Coulomb’s law exponentially also if considering exponential distributions (see Fig-

ure 4(b)). Thus for large distances the electrostatic interaction between two neutral atoms,

given by Eq. (13), should decrease exponentially towards zero, but the energy obtained

using Eq. (5) is proportional to R−3 which is not negligible for example compared to the

dispersion forces which is of the order R−6. Therefore, even though there is some difference

between the damping of an exponential compared to a damping of a Gaussian distribution

(see Figure 4(a)), it is better to use the erf-function, instead of a simplified damping model

as for example Eq. (5).

Using the erf-function, good results could be obtained using a point charge for the nucleus,

however the energies become huge at short separation distances. A minimum in the V qq
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FIG. 6. Ar interaction with a negative point charge with respect to DFT data (×) and model (−).

interaction energy between two argon atoms would be of the magnitude −Zn
√

Φ∗
I , which

for Zeff = n = 8 and for φ∗
I = 0.5, would be -1200 eV, which is completely off the scale.

This energy is largely canceled by the exchange, but to model this accurately the exchange

model at short separation distances has to be investigated in more detail.

B. Ar-e− and Ar+-e− interactions

To test the model for the interaction between Ar + e− or Ar+ + e−, DFT calculations

(BLYP and A/TZP basis set) were employed with a negative point charge a given distance

from the atom. A similar method has been employed recently to study the field dependence

of the ionization potential for molecular systems.46 The interaction between Ar or Ar+ and

a negative point charge will not capture the exchange energy which obviously is important

for an electron-argon interaction, however, it does capture the electrostatic interaction which

dominates at long distances. Since exchange can be turned off also in our model, the results

from our model can be compared to DFT.

In Figure 6, the interaction energy between a negative point charge and Ar is shown. In

this case, the energy is dominated by the polarization energy V pol
Ie , which is an attractive

energy contribution. In Figure 7 the interaction energy between an argon cation and a

negative point charge is shown. Both with and without an external field, the small difference

between DFT and a pure Coulomb attraction is captured by the model.

If an electron is to escape to the right (RIe > 0), a negative permanent electric field is

needed. Thus, the polarization due to the free electron and the permanent field has opposite
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sign (see Eq. (12)), and at the maximum potential in Figure 7(b), these two effects cancel

each other.
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(i)Ar+ and a negative point charge
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(j)Ar+, a negative point charge and an external

electric field

FIG. 7. Ar+ interaction energy with a negative point charge, with respect to a 1/R Coulomb term

(· · · ), DFT data (×) and model (−). (a) without external field. (b) external field of −0.01 au=

−51.4 MV/cm.

An external electric field thus leads to a reduction of the barrier needed to ionize a

system. In a classical Coulomb potential in an electric field, a maximum potential along the

direction of the field is given by −2
√
E, and thus the field-dependent ionization potential

may be written as47

IP = IP0 − 2
√
E (36)

where IP0 is the ionization potential at zero field. This reduction of the IP is the basis for

the classical Poole-Frenkel conduction mechanism.47 From DFT, it was found that IP0 was

15.7eV for argon, while the reduction of the IP was found by the maximum potential along

the direction of the field using our model, and has been compared to Eq. (36) in Figure 8.

It is concluded that the deviation from the classical result is small. This is because the

polarization effects at maximum potential is very small since then the external field and the

field from the point charge cancel each other, and the other effects are generally small.

If modeling the interaction between Ar+ and an electron e−, the model at short separation

distances is of importance. For future work, it would be possible to divide the atom into

three parts, the nucleus Z, the core electrons ncore and the valence electrons nvalence. Thus

separate damping and exchange parameters for the core and the valence electrons could be
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FIG. 8. The ionization potential of Argon as a function of the electric field, both with respect to

Eq. (36) (−) and with respect to our model (×).

used to model what happens at short separation distances, and thus a model of the actual

ionzation processes would be possible.

IV. CONCLUSION

The interactions between Ar, Ar+ and free electrons e− at moderate separation distances

have been studied. The same set of parameters was used to describe all the different in-

teraction energies as well as both the static and frequency-dependent polarizabilities. The

interactions are dominated by polarization effects, dispersion forces and exchange. At mod-

erate distances, the electrostatic effects due to the size of the electron distribution of argon

seems to give negligable contributions.

For the electrostatic and polarization energy, the difference between using Gaussian and

Slater-type charge distributions does not seem to be important. However for exchange, a

model based on Slater-type orbitals is preferred over a model based on Gaussians.

17



ACKNOWLEDGMENTS

Support from the Norwegian Research Council through a Strategic Industry Program

(164603/I30), and a grant of computer time are acknowledged.

1 S. Ingebrigsten, N. Bonifaci, A. Denat, and O. Lesaint. J. Phys. D. Appl. Phys., 41, 235204,

(2008).

2 N. Bonifaci, A. Denat, and P. E. Frayssines. J. Electrostat., 64, 445-449, (2006).

3 P. E. Frayssines, N. Bonifaci, A. Denat, and O. Lesaint. J. Phys. D: Appl. Phys., 35, 369-377,

(2002).

4 D. A. Biava, H. P. Saha, E. Engel, R. M. Dreizler, R. P. McEachran, M. A. Haynes, B. Lohmann,

C. T Whelan, and B. H. Madison. J. Phys. B, 35, 293-307, (2002).

5 J. E. Lennard-Jones. Proc. Phys. Soc., 43, 461-482, (1931).

6 P. W. Atkins. Physical Chemistry. Oxford University Press, fifth edition, (1994).

7 J. Yang, Y. Wang, and Y. Chen. J. Comput. Phys., 221, 799-894, (2007).

8 A. D. Buckingham, P. W. Fowler, and J. M. Hutson. Chem. Rev., 88, 963-988, (1988).

9 S. Grimme, J. Antony, T. Schwabe, and C. Mück-Lichtenfeld. Org. Biomol. Chem., 5, 741-758,

(2007).

10 D. Klakow, C. Toepffer, and P. G. Reinhard. J. Chem. Phys, 101, 10766, (1994).

11 J. T. Su and W. A. Goddard III. J. Chem. Phys, 131, 244501, (2009).
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ABSTRACT 

We investigate different quantum chemical methods to compute ionization potentials 
and electron affinities for various molecules of interest to streamer propagation 
experiments in liquids. Solvation effects have been studied for the ionization potential 
using a polarizable continuum model. The ionization potentials can be reasonably well 
predicted by the methods used, but electron affinities are more problematic. We 
discuss possible reasons for these problems. Our primary interest in exploiting these 
calculations is to aid the understanding of discharges in liquids, and to help predict the 
utility of various additives for insulating liquids.    

Index Terms  — Prebreakdown, streamer, ionization potential, electron affinity, 
insulating liquid, additives, density functional theory.    

 
1  INTRODUCTION 

THE ionization potential (IP) and the electron affinity (EA) 
are two molecular descriptors that qualitatively have been linked 
to the propagation of streamers in molecular liquids [1-3]. The 
streamer is a gas/plasma filled channel that initiates and rapidly 
develops in a region with high electric fields. Shortly before 
electrical insulating liquids suffer voltage breakdown, these 
conductive channels of ionized gas propagate through the 
material and bridge the electrode gap. Their propagation is 
motored by a continuous liberation and capture of electrons in 
the liquid phase. Depending on the electronic properties of the 
molecules comprising the liquid, they may act as sources of 
electrons in the first stage and later, during impacts, interact with 
the energetic electrons, resulting in electron capture or 
multiplication. Interactions of this type, both in the liquid and in 
the vapor, determine the transfer of energy and to a large degree 
the propagation behavior of the streamer. A lowering of the IP of 
the molecules facilitates extraction of electrons from the liquid 
and thus the development of a plasma channel in high electric 
fields. For a streamer moving towards a positive electrode, 
electrons are also supplied to the liquid from within the 

gas/plasma channel itself, and its continuous formation is 
determined also by the ability of the liquid to absorb these 
electrons and their energy. Traditionally molecules are said to 
have high electron affinity if they effectively capture electrons. 
Therefore it has been reported that the electron affinity is an 
important parameter for streamers originating from a negative 
electrode [4-9]. However, the explicit EA values are seldom 
reported, and it is not clear if the EA is a suitable observable to 
describe the ability of a molecule to stop electrons drifting in an 
electric field.  

The IP of molecule A is defined as the energy needed to 
remove an electron and create a positive ion A+   

 

                           AA EEIPeAA −=+→ +−+ ;  (1) 
 
Similarly, the electron affinity EA is the energy needed to 

remove an electron from a negatively charged ion A-, 
 

                         −− −=+→ AA EEEAeAA ;  (2) 
 
Quantum chemistry provides molecular properties within 

experimental error bars, and through the advances in 
methodology and computer power, quantum chemistry can be Manuscript received on 17 September 2009, in final form 9 November 2009. 
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used for increasingly larger systems. Density functional theory 
(DFT) has been used to calculate the IP accurately [10-12], and 
among different functionals (versions of DFT), B3LYP gives 
results for the IP within experimental error bars [13]. DFT 
methods have also been used successfully to investigate EA for 
molecules and molecular radicals (such as OH) where EA > 0 
[12, 14, 15].   

In this paper we evaluate several quantum chemical 
approaches for calculating the IP and EA. Even if the IP is more 
relevant for streamers than the EA, they are two accompanying 
properties obtained with similar methodology. Our purpose is to 
demonstrate how quantum chemical methods may be used as 
screening methods, for example to suggest suitable additives for 
electrically insulating liquids. 

 
2 QUANTUM MECHANICAL METHODS 

Koopman's theorem states that the IP of a molecule is equal 
to minus the energy of the highest occupied molecular orbital 
(HOMO), while the EA is equal to minus the energy of the 
lowest unoccupied molecular orbital (LUMO). The main 
assumption behind Koopman's theorem is that the quantum 
mechanical states (molecular orbitals) of the system are 
unmodified when adding or removing one electron. The outer-
valence Green function method (OVGF) [16] improves 
Koopman's theorem applied on the Hartree-Fock orbitals 
perturbatively, and is available as a standard technique in the 
Gaussian software package [17]. OVGF is a method which is 
not only capable of calculating the energy cost to remove an 
electron in the highest occupied molecular orbital, but the 
energy cost in removing other electrons in the system as well. 
Because of this, the OVGF method has been used in 
connection with spectroscopic studies, see for example 
reference [18].   

DFT is in principle not based on orbitals, but within Kohn-
Sham theory, where the electron density is expanded in terms 
of orbitals, the DFT functional may be regarded as an ad hoc 
correction to the Hartree-Fock approximation. The Kohn-
Sham orbitals have thus the same interpretation as in Hartree-
Fock theory. 

Generally, removing an electron from the HOMO is a smaller 
perturbation than adding an electron to the LUMO, so it should 
be expected that the approach works better for the IP than for 
the EA. It is furthermore expected that the main reason for the 
limited usefulness of approximating the first excitation energy 
by the HOMO-LUMO gap is that the perturbation of the LUMO 
is not small when it becomes occupied.  

We have used the OVGF method with the 6-311++G(d,p) 
basis set. Extra diffuse functions are included in the basis set 
to improve the description of the EA. For the IP, a smaller 
basis set would have been sufficient [12, 19], but for 
consistency we have used the same basis set in all 
calculations. The molecular geometries have been found by 
using DFT with the B3LYP functional. The B3LYP functional 
has been shown to give geometries of high accuracy [20, 21].  

To study effects of orbital and geometry relaxation, we 
have done DFT (B3LYP functional and 6-311++G(d,p) 
basis set) calculations on A+ and A- and compared their 
energies with the energy of the neutral molecule A in line 
with equations (1) and (2), respectively. When calculating 
the energies of A+ or A-, we used both the geometry of the 
neutral molecule and the geometry obtained from separate 
geometry optimizations of A+ and A-, respectively. For a 
separate geometry optimization of A+ and A-, the adiabatic 
IP/EA is obtained, while if the geometry of the neutral 
molecule is used for the calculation of the energies of A- and 
A+ it corresponds to the vertical IP/EA. It is noted that the 
starting geometry for the geometry optimization of A- and A+ 
is the geometry of the neutral molecule A. The optimization 
procedure finds the geometry corresponding to the closest 
local minimum in energy, but not necessarily the global 
minimum. The optimized geometry of A- and A+ should 
therefore in most cases be close to the geometry of the 
neutral molecule.  

All methods described above give gas phase properties. 
However, streamer experiments are often performed in 
liquids, for example in liquid cyclohexane as a base liquid 
with different molecules added [1, 22-28]. The polarizable 
continuum model, PCM [29], have been used to estimate how 
the IP of additives are affected by a surrounding liquid. In 
PCM, the given molecule is treated by quantum mechanics 
(B3LYP/6-311++G(d,p) as before) and the surrounding liquid 
is treated as a dielectric continuum with a given dielectric 
constant. For the surrounding liquid, cyclohexane is used with 
a dielectric constant, ε, of 2.023 [30]. To create the molecular 
cavity, the united atom topology model [31] is used with 
atomic radii from the UFF [32] force field (UA0 model). 
Basically, a sphere is placed around each atom which is 
combined to a molecule-shaped cavity, where the atomic radii 
are parameters of the PCM.   

In vacuum, the energy of a free electron at rest is zero. 
However in a condensed state, the minimum energy of a 
quasi-free electron is the energy of the conducting state, V0, 
which may be positive or negative depending on the liquid. 
The definition of the IP can be modified according to [33], 
 
                                 AA EVEIP −+= +

0        (3) 
  

However, V0 in liquid cyclohexane is 0.01 eV [28,34] and 
therefore negligible.  

The PCM calculations are done both for the adiabatic and 
vertical IP, in the same way as for the gas-phase calculations.  
PCM calculations are not necessarily unproblematic as 
convergence is not guaranteed [35]. The problem arises 
mainly from the necessity to discretize the molecular cavity, 
and that the shape and size of the cavity may change with the 
geometry of the molecule. PCM calculations have only been 
carried out for the IP (since as discussed later, gas-phase 
calculations of the EA is problematic).   
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Treating the liquid as a dielectric continuum is a crude 
approximation. Any effects due to the structure of the 
solvent on a molecular scale cannot be represented in a 
continuum model. More sophisticated models exist for 
quantum chemical calculation on molecules in the liquid 
phase, such as the hybrid quantum mechanical/molecular 
mechanics (QM/MM) models. These models treat the liquid 
surrounding with molecular mechanics where each 
molecule is represented as a classical system, but the 
molecule or system of greater interest is treated with 
quantum mechanics [36]. In QM/MM, the structure of the 
solvent is represented, whereby each individual molecule 
(or atom) has a given position. These models are about one 
order of magnitude more time-consuming compared to 
continuum models.   

On a molecular scale, non-polar liquids are less 
structured as compared to polar liquids like water, and in 
this respect one may argue that a continuum model should 
work better for non-polar liquids. On the other hand, 
standard PCM do not include the van der Waals interaction 
which are relatively more important for non-polar liquids 
than for water, in which case electrostatics dominates. The 
PCM has historically been tested against solvation energies 
of molecules and ions in water [29], and few accurate 
experimental data of solvation energies exist for non-polar 
solvents [37]. The Gaussian software package [17] has been 
used in all calculations in this work.  

The local electrical field is obviously important in streamer 
processes. Therefore we have considered calculating the IP in 
an external electrical field in order to simulate conditions 
closer to those in a streamer. Perturbation theory could be 
applied to a neutral molecule in order to include the field 
effect. However, for an ion there is a fundamental problem. 
The energy of the ion in an electrical field is dependent on the 
choice of origin of the molecule and cannot be uniquely 
determined. These effects will be addressed in a future 
publication.  

 

3  RESULTS AND DISCUSSION 
We have calculated the IP and EA for a selection of 

molecules, some of them used as additives or base liquids in 
streamer propagation experiments [1, 3, 22, 27, 28, 38-44], 
and compared them with available experimental data. Figure 1 
presents a schematic overview of the different molecules 
considered in this work.  

 

3.1 IONIZATION POTENTIAL 
From Table 1, we see that all three methods (OVGF, 

adiabatic and vertical) give good results for the IP. The 
adiabatic IPs are only slightly smaller than the vertical IPs, 
and it is concluded that geometry effects in general are small. 
However, there are a handful of exceptions: cyclohexane, 
pentane and tetrakis-dimethylamino-ethylene all have a 
reduction in IP of around  1 eV due to geometry optimization 

of the positive ion. In cyclohexane and pentane, two C-C bond 
lengths have increased from about 1.53 Å in the neutral 
molecule to about 1.60 Å in the cation, whereas in tetrakis-
dimethylamino-ethylene the C=C bond length has increased 
from 1.34 Å to 1.41 Å. In all these cases, the adiabatic IP is 
closer to the experimental results compared to the other two 
methods.   

The OVGF method also performs well for the IP, but the 
calculation does not converge for some molecules (noted as 
n.c. in Table 1). Although the calculation for dodecane 
converged, the IP is much higher than the vertical and 
adiabatic IPs as well as compared to octane. OVGF gives a 
negative IP for benzil which is non-physical. The OVGF 
calculations in these cases should thus also be considered as 
failed calculations.   

We conclude that the IP is straightforward to calculate in 
the gas-phase of molecules of interest to streamer propagation 
experiments, and that it is required to calculate the adiabatic 
instead of the vertical IP in a few cases.  

There are few experimental data in the literature of the IP of 
molecules dissolved in liquid cyclohexane. We found 
experimental data for cyclohexane and p-diaminobenzene 
[45,46]. For these two cases, the PCM gives a vertical IP close 
to the experimental value. We included in Table 1 also data 
for some molecules in other hydrocarbon liquids (n-pentane 
and neopentane) to demonstrate that the PCM calculations in 
general gives an IP within the expected range. The PCM 
reduces the IP by around 1 eV for all molecules when 
compared to the gas-phase calculations. The energies of the 
neutral molecules, EA, are approximately unchanged while the 
energy of the positive ions EA+ is lowered. In this respect, the 
main interaction can be interpreted as between a positive point 
charge and the liquid medium, and it is therefore not 
unreasonable that the reduction of IP is approximately 
independent of the molecule of interest. Within the PCM, it is 
concluded that the IP is straightforward to calculate with good 
accuracy.   

The IP is useful in the interpretation of streamer 
experiments [28]. The mechanism of streamer propagation 
from a positive electrode possibly involves an electron 
avalanche mechanism in the liquid, whereby an exponentially 
increasing number of electrons is produced by repeated 
electron impact ionization of neutral molecules 

 

                                   −+− +→+ eAAe 2        (4) 

 
Effects of additives on the positive streamer propagation in 
liquid cyclohexane are quantitatively in agreement with an 
electron impact ionization mechanism [28]. If we assume a 
constant ionization cross-section σion for incoming electron 
energies E(e-) greater than the IP of the molecule, the 
probability for creating a new electron by the mechanism in 
equation (4) is proportional to the probability that the electron 
has an energy above the IP. The probability P for creating    
an electron by impact ionization, where f(E) is the energy                     
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Figure 1. Molecules. 
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Table 1. Ionization potentials (eV ). 

Molecule OVGF Vertical Adiabatic Exp gas 
phase1 

PCM 
Vertical 

PCM 
Adiabatic Exp IP2 

Sulphurhexafluoride 16.4 15.3 15.3 15.32 14.0 14.0  
Perfluoromethylcyclohexane n.c. 12.5 12.1  11.6 11.1  
Perfluro-n-hexane 12.8 12.1 11.7     
Tetracyanoethene 11.7 11.4 11.3 11.77 10.4 10.1  
Chloromethane 11.1 11.3 11.3 11.22 10.0 10.0  
Tetrachloromethane 11.4 11.2 10.9 11.47 10.0 9.7  
Chloroethane 10.9 11.0 10.9 10.98 9.8 9.6  
1,1,1-Trichloroethane 11.0 10.8 10.8 11.37 9.8 9.6  
1,2-Dichloroethane 11.1 11.0 10.7 11.04 9.7 9.6  
Perfluro-1-heptene n.c. 10.9 10.4 10.48b 9.7 9.2  
1,1-Difluorocyclopentane 11.6 11.1 10.4  10.2 9.4  
2-Propanol 10.7 10.3 9.9 10.17 9.1 8.6  
1,4-Benzoquinone 10.9 10.0 9.9 10.01 8.8 8.8  
Hexafluorobenzene 9.9 10.2 9.9 9.89 9.0 8.7  
Nitrobenzene 10.9 10.0 9.9 9.86 9.0 8.7  
Chlorocyclohexane 10.4 10.2 9.8  9.2 8.7  
2,3-dinitrotoluene n.c. 10.0 9.8  9.3 8.8  
Cyclohexane 10.6 10.7 9.7 9.86 9.2 8.6 8.41f 

Acetone 9.7 9.6 9.5 9.7 8.5 8.4  
3-Methyl-1-butanol 10.5 10.0 9.5  8.9 8.3  
1,4-Naphtalenedione 9.6 9.5 9.4  8.7 8.4  
Di-n-propylether 10.4 9.5 9.4 9.27 8.6 8.4  
Trichloroethene 9.4 9.6 9.3 9.46 8.4 8.1  
Tetrachloroethene 9.2 9.4 9.1 9.33 8.5 8.0  
Cyclohexanone 9.4 9.1 9.0 9.14 8.1 7.9  
1,4-Anthraquinone n.c. 9.1 9.0  8.4 8.2  
Chlorobenzene 9.0 9.1 8.9 9.07 8.0 7.8  
Toluene 8.7 8.8 8.6 9.4 7.8 7.6  
Benzophenone 9.1 8.9 8.7 9.08 8.0 7.9  
4-Methyl-cis-2-pentene 9.0 8.9 8.6 8.98 7.9 7.6  
Benzil -2.0 8.6 8.3  7.7 7.5  
Styrene 8.3 8.3 8.2 8.46 7.1 6.9  
Tetralin 8.4 8.4 8.2  7.5 7.3  
Acenaphthene 7.9 8.0 8.2 7.75 7.0 7.2  
Dipropyl-sulphide 8.2 8.3 8.1 8.3 7.3 7.2  
2,3-dimethyl-2-butene 8.4 8.3 8.0 8.27 7.3 7.0  
1-Methylnaphthalene 7.8 7.8 7.7 7.97 6.9 6.7 6.20h 

p-Hydroquinone 7.8 8.0 7.7 7.94 7.0 6.6  
2-Methylnaphthalene 7.8 7.8 7.7 7.91 6.9 6.7  
Trans-Azobenzene 8.2 8.3 7.6  7.5 6.7  
Fluoranthene n.c. 7.7 7.6 7.9 6.9 6.7  
Phenanthrene 7.8 7.7 7.6 7.89 6.9 6.7  
Indole 7.7 7.7 7.6 7.76 6.7 6.5  
Azulene 7.2 7.3 7.2 7.38 6.4 6.2 6.12e 

Anthracene n.c. 7.2 7.1 7.44 6.3 6.2 6.18g, 6.54h

Pyrene n.c. 7.2 7.1 7.43 6.4 6.2 6.20h 

N,N-dimethylaniline 7.1 7.2 7.0 7.12 6.3 6.1  
1,1-Dimethylhydrazine 8.0 7.9 6.8 7.29 6.9 6.8  
Perylene n.c. 6.7 6.6 6.96 6.0 5.8  
p-diaminobenzene 6.3 6.3 5.9 6.75c 5.6 5.1 4.74d 

Tetrakis-dimethylamino-ethylene 7.0 6.9 5.7 6.11 6.0 4.7  
Pentane 11.1 11.0 10.0 10.28 9.9 8.9  
Octane 10.5 10.0 9.4 9.8 9.1 8.5  
Dodecane 18.1 9.5 9.1  8.7 8.2  
Tridecane n.c. 9.4 9.0  8.7 8.2  
Eicosane n.c. 8.9 8.7  8.4 8.1  
n.c: not converged. 1All experimental data are taken from [49], except b[50] and c[51]. 2Experimental data for ionization 
potentials in liquid cyclohexane or similar hydrocarbon liquids; in cyclohexane d[45], f[46]; in n-pentane e[52], g[53]; in 
neopentane h[53]. 
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distribution of the quasi-free electrons in the system, then 
becomes 

                                      ( )∫
∞

∝
IP

dEEfP         (5)  

This energy distribution is in general unknown, but by 
assuming that f(E) decreases exponentially in the relevant 
energy domain (high-energy tail of a Maxwell distribution), a 
simple expression for the probability P was obtained [28]. Let 
PB be the probability for releasing an electron by collisional 
ionization of the base liquid, and let PA be the probability for 
creating an additional electron when an electron collides with 
the additive. By assuming that the electron energy distribution 
f(E) is not affected by the additive, we obtain 
 

                                     ( )BIPAIPk

B

A e
P
P −−=          (6) 

 
where IPA and IPB are the IPs of the additive and the base 
liquid, respectively, and k is a constant. The probabilities PA 
and PB are dependent on the local electrical field, both 
through the modification of the IP and through the 
modification of the energy distribution f(E). However, we 
previously assumed that the ratio between PA and PB is field-
independent [28]. This enabled us to modify an empirical 
field-dependence formula for the impact ionization probability 
in pure cyclohexane to predict the effect of a given additive 
and calculate streamer propagation voltage thresholds for 
different additive concentrations [28].   

In equation (6), the effect of an additive is determined only 
by the difference in IP between the additive and the base 
liquid. By comparing the PCM with gas-phase calculations, 
the IP relative to cyclohexane (the base liquid in our case) is 
the same in the gas-phase as for the PCM results for the liquid 
phase. This indicates that the IP calculated for the gas-phase 
not only gives a qualitative but also gives a quantitative 
insight into the processes. For streamers originating from a 
positive electrode, the IP is experimentally an important 
molecular descriptor and in this respect, quantum chemical 
calculations are attractive alternatives for finding the IP when 
experimental data are missing. 

 

3.2 ELECTRON AFFINITY 
For the EA (Table 2), the calculations are more problematic 

compared to the calculation of the IP. Larger differences between 
the different methods are found, and also between calculated and 
experimental results. Moreover, there are fewer experimental 
data available. Experimentally, some molecules have positive EA 
and create stable anions whereas other have negative EA and 
create unstable anions. Quantum chemical calculations of these 
properties are difficult mainly due to instabilities encountered for 
molecules with negative EA. Even if the anion is stable the 
electronic states may be very diffuse. It therefore cannot be 
expected that the EA is as accurate as the calculation of the IP. 

According to equation (2), one way to calculate the EA is 
simply to subtract the energy of A- from the energy of A. In 
quantum chemical calculations, the solution is always the wave 
function that gives the lowest possible energy. Since it cannot be 
distinguished between A- and A+e-, the ground state in a quantum 
mechanical model could very well be a state described more as 
A+e- than as a stable negative ion A-. This is the case if the 
negative ion A- is unstable. For an isolated system, the true 
ground state energy of A- must therefore be smaller than, or equal 
to, the energy of the molecule A+e-. The exact ground state 
energy EA- must therefore obey 

 
                                             AA EE ≤−         (7) 
 
and the EA according to equation (2) always becomes greater 
than zero. In practice, basis sets are not able to describe a 
molecule plus a free electron, resulting in EA- > EA for a 
limited basis set. The problem is that EA-  EA is obtained in 
the basis set limit (infinite number of basis functions) and in 
principle any result may be obtained by improving the basis 
set incrementally when EA- > EA. In Table 2, DFT results are 
therefore only included when EA > 0 either experimentally or 
indicated from our calculations. The molecules with negative 

Table 2. Electron affinities (eV) 
Molecule OVGF Vertical Adiabatic Exp1 

Tetracyanoethene 2.4 3.4 3.5 2.2 
1,4-Benzoquinone 1.0 1.9 2.2 1.91 
1,4-Naphtalenedione 0.9 1.8 2.0 1.81 
2,3-Dinitrotoluene n.c. 1.4 1.9 1.77 
Perfluoromethylcyclohexane n.c. -0.1 1.6 1.07 
Sulphurhexafluoride 0.2 1.2 3.2 1.05 
Nitrobenzene <0.1 0.9 1.2 1.00 
Anthracene n.c. 0.5 0.6 0.520 
Benzil 4.2 1.5 1.7  
1,4-Anthraquinone n.c. 1.6 1.8  
Perylene n.c. 0.9 0.0  
Fluoranthene n.c. 0.7 0.8  
Pyrene n.c. 0.5 0.4  
1,1,1-Trichloroethane -0.9 - - -0.42c 

Trichlorethene -1.2 - - >-.065b,2

Chlorobenzene  -0.8 - - -0.74e 

Tetrachloroethene -1.3 - - -0.94a 
Perfluro-n-hexane -1.8 - - >-1.1b,4 

1,2-Dichloroethane -3.0 - - -1.7a 

Chloromethane -0.9 - - -3.3d 
n.c: not converged. 1All experimental data are taken from [49] except 
a[47], b[54], c[55], d[56] and e[57]. 2We have used equation (9) to give 
an estimate for EA. The following molecules have negative EA within 
the approaches used here: 1,1-Difluorocyclopentane, 1,1-
Dimethylhydrazine, 1-Methylnaphthalene, 2-Methylnaphthalene, p-
diaminobenzene, 2,3-Dimethyl-2-butene, 2-Propanol, 3-Methyl-1-
butanol, 4-Methyl-cis-2-pentene,  Acenaphthene, Acetone, Azulene, 
Benzophenone, Chloro-cyclohexane, Cyclohexane, Cyclohexanone, 
Di-n-propylether, Di-propyl-sulphide, Chloroethane, Hexafluoro-
benzene, Indole, N,N-dimethylaniline, Perfluro-1-heptene, p-Hydro-
quinone, Phenanthrene, Styrene, Tetrakis-dimethylamino-ethylene, 
Tetrachloromethane, Tetralin, Toluene, Trans-Azobenzene, Pentane, 
Octane, Tridecane and Eicosane.  
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EA are listed in a footnote of Table 2. One may argue that 
since the molecule is surrounded by a medium the diffuseness 
of the wave function should be restricted by boundary 
conditions. This can actually be achieved by carefully 
choosing a limited basis set that with the chosen quantum 
chemical method resembles experimental data [15].  

For EA > 0, vertical and adiabatic EAs give relatively small 
differences compared to experimental data, except for 
perfluoromethylcyclohexane and sulphurhexafluoride. Per-
fluoromethylcyclohexane is the only case where geometry 
effects seem to be needed to reproduce experimental data. The 
main geometrical difference between the geometry of the 
neutral and the perfluoromethylcyclohexane anion, is that one 
of the fluorine-carbon distances has increased drastically from 
1.37 Å to 2.02 Å, indicating that this molecular ion is not 
stable. It seems to be a general trend that C-F and C-Cl bond 
lengths increase, typically around 0.1 Å. However for SF6, the 
adiabatic EA is much higher than the experimental value, 
while the vertical EA is close to the experimental value. In 
SF6, all S-F distances increased from 1.61 Å in the neutral 
molecule to 1.76 Å in the anion. For the other molecules with 
experimental EA > 0, the difference between adiabatic EA and 
vertical EA is around 0.2 eV, thus geometry effects are not 
substantial.  

The OVGF method is not based on a ground state 
calculation of A-, but rather on a perturbative treatment of the 
neutral molecule A. The method should therefore not have the 
same limitation as discussed above for methods based on 
ground state calculations of A-. OVGF predicts the sign of EA 
(although it gives an EA for nitrobenzene only slightly above 
zero) and might therefore be useful when the correct sign of 
the EA is not known. However, the calculations often diverge 
when EA > 0. This might be understood in terms of the EA 
being further away from Koopman's theorem, making the 
perturbation harder to handle.   

The same OVGF calculation which gave an unphysical 
negative IP for benzil also gave a large positive EA. 
Furthermore, the OVGF method diverged for 1,4-
anthraquinone, perylene, fluoranthene and pyrene. With the 
above argument, this might suggest that the EA could be 
positive for these molecules. This is in fact in line with DFT 
calculations giving relatively large positive EA values for 
these molecules. However there is not a particular good 
agreement between the values of the EA calculated with 
OVGF and the experimental values, both for positive and 
negative EA.  

When the EA > 0, the molecular anion is stable and the EA 
value is indicative of the stability. However it is not clear how 
a negative EA can be interpreted. In electron-molecule 
collisions, the probability of creating stable negative ions by, 
for example, decomposing the molecule into two or more 
fragments is uniquely determined by different cross-sections. 
These cross-sections are dependent on the energy of the 
incoming electron and are not necessarily easy to find or 

interpret. During streamer propagation, molecules with a 
negative EA may decompose into fragments as  

 

                              −−− +→⇔+ CBAeA       (8) 
 
If A- is unstable, it is experimentally easier to detect and 
measure the final products B and C- than A-. In experiments 
related to such studies, it is therefore distinguished between 
the Vertical Attachment Energies (VAE) and Dissociative 
Electron Attachment (DEA) peaks [45]. VAE is simply the 
energy difference associated with the first step of equation (8) 
and is the negative of the EA. DEA denotes the energy of the 
incoming electron with the highest probability for creating the 
final product B + C-. Not all collisions creating an unstable 
state A- will decompose the molecule into fragments B and C-.  
The probability for going from A- all the way to the right in 
equation (8) will depend on the energy of the incoming 
electron. Therefore, the DEA peak position will be different 
from the VAE. The higher the energy of the incoming 
electron, the higher is the probability for A- to decompose back 
into A+e- and thus [47] 
 
                         | VAE | = | EA | > | peak  DEA |       (9) 
 
The average electron capture per collision is proportional to 
 

                                   ( ) ( )∫
∞

0

dEEfEσ          (10) 

 
where f(E) is the energy distribution of the quasi-free 
electrons,  and σ(E) is the total cross-section associated with 
the capture of an electron with energy E. Because of the 
integral in equation (10) and since σ(E) typically is non-zero 
even for small energies [47], the entire profile of σ(E) as a 
function of the incoming electron energy is needed. Neither 
the VAE nor peak DEA reflect the magnitude of the cross-
sections or give information about the process at different 
energies. This situation is in sharp contrast to the 
simplification in equation (5) where we could use that σ(E) is 
constant for E > IP.   

An improved descriptor would be the electron attachment 
cross-section. To calculate the cross-sections by quantum 
mechanics is difficult and opposes several challenges. The  
rotational and vibrational states of the molecule have to be 
taken into account even when calculating the electronic part of 
the Hamiltonian, and these states give rise to an almost 
continuum of possible scattered electronic states [48]. 

4  CONCLUSIONS 
The calculations of the IP give accurate and predictive 

results and the calculations are straightforward. Furthermore, 
our results indicate that the IP for a molecule placed in liquid 
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cyclohexane is reduced by around 1 eV, approximately 
independent of the type of molecule. The IP is a good measure 
of the barrier to extract an electron from the medium, and also 
an important descriptor for streamer propagation towards a 
negative electrode.  

DFT methods are useful to calculate molecular EA with 
positive values. If the sign of the EA is not known, an OVGF 
calculation can be used to give a useful indication of the sign 
of the EA. The ability of a liquid to capture electrons drifting 
in an electric field influences streamer propagation from a 
negative electrode. For electron capture processes, the EA 
alone does not describe the processes of interest. Instead, a 
series of various cross-sections are needed.   
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Abstract

The aim of this study is to improve the understanding of high-field phenomena (such as pre-

inception currents/conduction, streamer initiation and propagation) in insulating materials in

terms of the molecular properties of the substances involved. In high electric fields, ionization

is a likely process, and in all such processes, the ionization potential is an important parameter.

A fundamental question is how these processes depend on the electric field, and therefore, based

on the interaction between a negative point charge and a molecular cation as modelled by density

functional theory, a field-dependent model for the ionization potential is developed. In addition,

the first excitation energies as a function of the electric field are calculated using time-dependent

density functional theory.

It is demonstrated that empirical high-field conduction models for cyclohexane and n-tridecane

can be explained in terms of the difference between the ionization potential and the first excitation

energy. It is also suggested that the reduction of the ionization potential with electric fields, can

help explain how fast-mode streamers propagate.

∗ Corresponding author: per-olof.aastrand@chem.ntnu.no
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I. INTRODUCTION

Pre-breakdown phenomena in liquids and solids have been studied extensively during the

last decades to gain insight into the processes responsible for breakdown in dielectric media

as a result of high applied voltage. A thorough investigation of pre-breakdown phenomena in

cyclohexane and n-tridecane stressed by a fast transient in a highly divergent field has been

reported.1–8 With increasing applied voltage, the measured current-voltage characteristics

go through three stages8:

• Slow increase in recorded current with applied voltage. This is caused by increased

conductivity in the high-field region (average currents are in the range up to 1 µA).

• Large increase in current at a threshold voltage. The average current increases to

several µA during the formation of a low density region (streamer/electrical tree).

This is observed as steps in the charge recordings and a low density/vaporized region

can be seen in the liquid phase. For a frozen phase an electrical tree starts to grow in

the high-field region, causing lasting damage to the insulation.

• As the voltage is increased further the streamer/electrical tree grows until it traverses

the electrode gap at a sufficiently high voltage. This may result in breakdown, resulting

in a large step in the recorded current.

This is a simplified description of the phenomena. The conduction current recorded below

inception of streamer/electrical trees goes through many stages and the streamer/electrical

trees have been observed to go through several stages/modes as well.4,9 For a more thorough

discussion of the pre-breakdown phenomena in liquids and solids, the reader is referred

to several review papers on the two topics.9–11 In this paper, we focus on the currents

recorded below the threshold for inception of electrical trees/streamers in the material.

These currents are typically referred to as ‘pre-inception currents’, and can be compared to

transient nonlinear finite element method (FEM) simulations based on high-field conduction

models.8,11

A high electric field induces an increased conductivity which may be caused by9,12:

• Increased charge carrier density due to injection of charge from the electrodes in an

experimental setup.

2



• Dissociation of molecules into molecular fragments

• Ionization of molecules creating ion-electron pairs.

• Increased charge mobility.

• Increased ion mobility in a liquid due to electrohydrodynamic (EHD) motion.

The field and temperature-dependent conductivity is important, since the high-field con-

ductivity determines the electric-field distribution and the amount of energy dissipated in

the material due to joule heating.11 Four important high-field conductivity models are given

in Table I, where the two first (Schottky and Fowler-Nordheim) describe charge injection

from the electrode, and the last two (Hopping conduction and Poole-Frenkel) describe the

high-field conductivity in the bulk material. These mechanisms are all based on the lowering

of the potential barrier localizing the charge due to an external electric field. If a sufficiently

high electric field is applied, the charge can either climb the reduced barrier by thermal ex-

citation (Schottky and Poole-Frenkel) or tunnel through the barrier (Fowler-Nordheim and

Hopping conduction).12–17

The focus of this paper is mainly on the calculation of the ionization potential, IP, of

molecules subjected to a high background field, which is used to interpret current measure-

ments in cyclohexane and n-tridecane. The hypothesis is that electrons/holes are the main

charge carriers in dielectrics stressed by fast transients (ions are too slow to contribute sig-

nificantly during the first microseconds). The electrons are localized in molecules prior to

the application of the step voltage, and the increase in free electron concentration depends

on how much the escape barrier, i.e. the IP, is lowered.

The IP of a molecule A is defined as the energy to remove an electron and create a cation

A+,

A → A+ + e− ; IP = UA+ − UA (1)

where UA is the energy of molecule A and UA+ is the energy of its cation. Quantum chemistry

provides molecular properties (polarizability, dipole moment, excitation energies, ionization

potential, etc.) with good accuracy, and through advances in methodology and computer

power, quantum chemistry can be used for increasingly larger systems. Density functional

theory (DFT) has been used to calculate the IP accurately.18–20 Earlier work,21,22 demon-

strated how quantum chemistry can be used to calculate the IP, and how the IP is important

3



Table I. Conductivity models with charge injection from electrodes/bulk

Name Equationa Ref.

Schottky injection J(E) =
4πemk2B(1−R)T 2

h3 · e−
Φ

kBT · e
e

2kBT

q

eE
πǫ0ǫr 12,14,15

Fowler-Nordheim J(E) = e3E2

8πhφ · e−
4
3

q

2m
~2

φ3/2

eE 12

Hopping conduction σ(E) = 2νaen
E · e−

W
kBT · sinh( eEa

2kBT )
17

Poole-Frenkel σ(E) =
√

NeffNDeµ · e−
Φ

2kBT · e
e3/2·

√
E√

4πǫ0ǫrkBT 12,14,15

a ǫ0 is the permittivity of vacuum, ǫr is the relative permittivity, µ is the charge carrier mobility, ν is the

escape frequency, φ is the work function, Φ is the barrier height, a is the distance between traps, E is

the electric field, e is the elementary charge, h is Planck’s constant, kB is Boltzmann’s constant, m is the

electron mass, n is the charge carrier density, Neff is the effective density of states in the conduction

band, ND is the number of potential donors, R is the reflection coefficient, T is the temperature, and W

is the trap depth.

for interpreting streamer propagation. However, if the molecule is in an external electric

field, the definition of the IP given in Eq. (1) is problematic since the energy of an ion in an

electric field is dependent on the choice of origin. Intuitively, a high external electric field

should make ionization processes easier, and thus the effect of the external field cannot be

neglected. In this paper, the IP is obtained so that it becomes a useful descriptor when the

field is different from zero, while Eq. (1) is retained in the limit of zero field. DFT is used

to calculate the field dependence of the IP for a few molecules, such as cyclohexane and

n-tridecane.

The paper is divided into six sections (including this introduction). The next section

describes the theoretical foundation for the quantum chemical calculations of the IP and

excitation energies when molecules are placed in a high background field. The theory section

includes a discussion of how microscopic properties can be linked to conduction models. The

third section describes ionization mechanisms. Section four contains the results obtained

from the DFT calculations (IP, excitation energies and ground state energies). Section five

presents a brief discussion which links the results obtained from DFT with experimental

measurements of high-field conduction currents. Finally a conclusion is given.

4



In this work, atomic units23 are used in the theory section while eV is used for energies

and MV/cm is used for electric fields in the section with the results. It is also noted that the

terms high and low electric fields always depend on a reference field. Intermolecular fields

can be an order of magnitude greater than any macroscopic field. Thus even extremely high

electric fields (100 MV/cm) may be small compared to intermolecular fields.

II. THEORY

A. Classical system

Figure 1. The Coulomb potential energy in an electric field, E=0.005 au, and ground-state energy

of the hydrogen atom. In this illustration, the classical turning points, R±, the distance to the

maximum potential, Rmax, and the maximum potential, V max
e = ∆V , are indicated.

In high electric fields, free electrons can be created by ionization.

A simple quantum-mechanical (QM) system, the hydrogen atom, is considered in the

following. In a negative homogeneous external electric field, −E, the one-electron potential

energy, Ve (illustrated in Figure 1) is

Ve = − 1

|Re|
−ERe (2)

where Re is the position of the electron relative to the proton (not distance since the potential

is not symmetric about the origin). In this work, we assume that the main effect of the field
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is described by a simplified one-dimensional problem along the electric field. This potential

has a maximum at

Rmax
e = 1/

√
E , (3)

and an electron is bound to the proton only when the total energy of the electron εe is less

than the potential at the maximum, V max
e . When E → 0, Rmax

e → ∞ and V max
e → 0.

Thus without an electric field the electron is free when εe ≥ 0. However, when E 6= 0, the

maximum potential is decreased as

V max
e = −∆V = −2

√
E (4)

and thus if εe is larger than V max
e , the electron is no longer bound by the hydrogen atom.

This is true both when the electron is treated quantum mechanically and classically. Eq. (4)

represents a reduction of the potential barrier which can release an electron from the hydro-

gen atom.

A conduction mechanism based on Eq. (4) is the classical Poole-Frenkel mechanism. The

barrier between donors is lowered by the external electrical field, thus increasing the number

of free charge carriers in the dielectric which increases the conductivity of the material.12

This mechanism applies to materials with wide band gaps that contain charge donors and/or

acceptors. These charge donors and acceptors should require more energy than what is

generally available in order to be ionized. In complex materials (i.e. polymers) regions of

high or low electronegativity can be created at chemical or physical defects in the material

where electrons can be more easily ionized or captured, and these regions will then act as

electron donors or acceptors.12,16

If one assumes that the source of free electrons are molecules with IP = IP0 at zero field

the classical Poole-Frenkel equation is,12

σ(E) =
√
NeffNd · µ · e−

IP0
2kBT · e−

√
E

kBT
√

ǫr (5)

where Neff is the effective density of states in the conduction band, Nd is the number density

of donors (molecules), µ is the mobility of free electrons, and ǫr is the relative permittivity

of the material. Eq. (5) assumes that only free electrons contribute to the conductivity. One

could also envisage that bound electrons in a molecule can tunnel through the barrier to

a neighbouring ionized molecule leaving behind an ionized molecule at the previous loca-

tion. This is termed hole conduction and also contributes to the overall conductivity.13 If
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one assumes that the mobility of the holes is not field dependent, this contribution to the

conductivity can be included in the constant preceding the exponential function in Eq. (5)

since the number of holes will be equal to the number of free electrons.

The Poole-Frenkel mechanism assumes that the source of electrons is the bulk material.

In a similar mechanism, Schottky injection, the source of electrons is a metal electrode.12

To a first approximation, the barrier that electrons need to overcome to enter the dielectric

can be estimated by the electrostatic attraction between the electron and the electrode, and

the contribution from the work function of the metal is thus neglected. The electrostatic

attraction can be calculated using the image charge method, and the resulting potential

barrier as a function of the distance from the electrode as augmented by the external electric

field is given by,12

Ve = − 1

4 · |Re|ǫr
−ERe (6)

Based on a similar analysis as for the Poole-Frenkel model, the current density at the elec-

trode surface as a function of the applied field is12

J = 4πk2B(1 −R)T 2 · e−
Φ

kBT · e
√

E
kBT

√
ǫr , (7)

where R is the proportion of electrons which are reflected by the surface of the metal, Φ

is the barrier height in the absence of a field, and T is the temperature. Distinguishing

between currents caused by the Poole-Frenkel mechanism or Schottky injection is generally

difficult, since both are exponential functions which depend on the square root of the field.

Several other conductivity mechanisms giving similar field dependence as the Poole-

Frenkel mechanism have been proposed,24,25 as phonon assisted tunnelling26 and the Onsager

mechanism.27 For the Onsager mechanism, as for the Poole-Frenkel model, the field depen-

dence stems from the lowering of the Coulomb potential between localized electrons/charges

by the external field as in Eq. (4). However the phonon assisted tunnelling model is more

involved, since the traps are modelled as dipoles/induced dipoles, and the energetic and spa-

tial distribution of such traps govern the field-dependent mobility.26 The field dependence of

the IP will be important for the Onsager and Poole-Frenkel models, while phonon assisted

tunnelling is a pure mobility model that does not require ionization of molecules/traps (it

explains the field dependent conductivity by a field dependent mobility, not by creation of

more free charge).
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B. Quantum mechanical system

In a hydrogen atom, the lowering of the barrier by an electric field is given by Eq. (4),

which is here regarded as a model system for a many-electron system. If the system can be

simplified in analogy to the Hartree approximation28 as an effective one-electron potential for

the escaping electron, the electron may escape from the molecule if the energy is above the

maximum of this effective one-electron potential. Here, the exchange between the escaping

electron and the rest of the electrons is neglected, and the escaping electron is regarded as

a negative point charge and not a charge distribution. We assume that

UA++e− = UA+ + Ve (8)

such that the one-electron potential Ve (see Figure 1) at position Re can be calculated from

the interaction energy between a negative point charge, e−, placed at Re and a cation A+.

Since the total system (A+ + e−) is electrically neutral, the energy in an electric field for

the combined system is origin independent. If the electric field is small, Rmax
e is relatively

large such that exchange effects are small. For typical fields (below some tens of MV/cm),

a model in terms of effective local one-electron potentials should be a good approximation

since for example Rmax
e ≈ 7Å for E = 30MV/cm using Eq. (3). The difference between this

QM approach and the classical approach is caused by two effects, a molecular ion is not a

point charge, and secondly a molecular ion may be polarized both by the external electric

field and by the ionized electron.

In this model, the IP is given as

IP = U∗
A++e− − UA (9)

where U∗
A++e− is the total energy of the combined system A+ + e− at Rmax

e . A three-

dimensional potential is more complicated since the electron has many possible escape paths.

The most probable path is in general not a straight line, and U∗
A++e− is a first-order saddle

point defined by the maximum of the energy along the simplest escape path. In the present

work, only the distance between the point charge and the cation was varied, and a three

dimensional search to find U∗
A++e− was not carried out. This is reasonable since the energy

UA++e− depends mostly on the distance between A+ and the point charge along the field

direction. At separation distances close to Rmax
e , the potential is necessarily relatively flat
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since dU/dR ≈ 0, and it is thus not critical to find Rmax
e with high accuracy. The point

charge was placed a certain distance along the direction of the field from a given atom chosen

more or less at random (test calculations showed that which atom the electron was pulled out

of had little influence on the results). For the smallest fields, E = 0.001 au = 5.14 MV/cm

a maximum was generally found between 10 Å and 20 Å from the closest atom, while for

the largest fields, E = 0.02 au = 102.8 MV/cm a similar maximum was found between 1.5

Å and 4 Å from the closest atom. The main objective of this study is to calculate the IP

as a function of electric field using Eq. (9), and then compare it to the classical results in

Eq. (4) to see if the field dependence of the IP can be used to aid in the interpretation of

experimental results.

For the DFT calculations the BLYP29,30 functional with the augmented TZP basis set31,32

was used. All calculations were carried out using the ADF software package,33,34 and the

geometries was obtained from a geomtry optimization of the neutral molecules in gas phase.

The calculations on the cation were carried out using both the restricted and unrestricted

open-shell method. However, only results for the unrestricted open-shell method are pre-

sented since the difference between the results of the two methods is small. On a practical

note, the interaction energy between the point charges and the external electric field is

not included in the energy obtained in ADF and this energy contribution has to be added

manually.

To study the effect of the electric field on the neutral molecule in greater detail, excitation

energies as a function of electric field were calculated using time-dependent density func-

tional theory35,36 (TD-DFT) with the same functional and basis set. For these calculations,

especially for the high electric fields, a further augmentation of the basis set might have

been beneficial, since some excited states may be relatively diffuse, especially in an external

electric field. Furthermore, it is noted that TD-DFT is regarded to give accurate excita-

tion energies as long as the excitation is charachterized as local, however for charge-transfer

states (which are biradical), or Rydberg states (the excited state is very diffuse) large errors

may be obtained for many of the contemporary functionals.37,38 However, only the lowest

singlet-singlet excitation energy whose accuracy is relatively unproblematic is included here.
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C. Effect of a dielectric medium

All calculations in this work were done in the gas phase, however the corresponding

experiments have been carried out in the liquid phase,8 and thus a central question is how

gas-phase calculations can be compared to relevant experiments. Representing the medium

by a dielectric continuum, the Clausius-Mossotti equation gives the relation between the

local field EL felt by an atom/molecule in a spherical cavity and the average macroscopic

field EM as39

EL =
ǫr + 2

3
EM . (10)

The relative permittivity, ǫr of cyclohexane, n-tridecane and other non-polar liquids are

typically around 2, and thus EL ≈ 1.3EM . The local field felt by a single molecule is therefore

similar to the macroscopic field in an experimental setup. However, using Rmax
e = 1/

√
E

one obtains Rmax
e ≈ 7 Å at E = 0.005 au ≈ 25MV/cm. Thus, with this model, the escaping

electron may be far into the medium before it is released from the attractive potential from

the positive ion. Therefore it is not only the local field inside the cavity that is important,

but also the field outside. Outside the cavity the medium will screen the cation and thus

the escaping electron will feel a smaller field from the cation. Classically in a medium, the

reduction of the potential barrier is given by12

∆V = −2

√
E

ǫr
(11)

which reduces the IP by a factor of
√
ǫr in the medium compared to in vacuum (Eq. (4)).

Furthermore, by using the polarizable continuum model (PCM) without an electric field, it

is found that liquid cyclohexane (ǫr ≈ 2), reduces the IP by about 1 eV for a large number

of molecules.22

So, on one hand, without the presence of an electric field, a liquid/solid medium decreases

the IP, but on the other hand the electric field reduces the IP less in a medium. The total

effect of the medium is not clear and therefore the results of the calculations should only be

compared qualitatively with experimental result.
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III. IONIZATION MECHANISMS

For a hydrogen atom in the gas phase, the classical result in Eq. (4) gives

IP = IP0 − 2
e2

4πǫ0α0

√
4πǫ0α

2
0E

e
(12)

where α0 is the Bohr radius which is 1 in atomic units. In Eq. (12) the square root is

dimensionless and independent of the set of units used. The prefactor is a pure energy term,

and it is easy to transform between the different units used. Experimental evidence for a

field dependence like the one in Eq. (12) have been reported.40,41

The IP is important for all ionization mechanisms, which can be grouped into three main

categories, impact ionization, photoionization and field ionization. All are used to explain

the various conductivity and streamer propagation mechanisms. Streamers are assumed to

have 4 modes of propagation,42 and different mechanism dominate for the various modes.

For example photoionization is believed mainly to be connected to the 4th mode streamers

(fast event) but could be of importance also for 2nd and 3rd mode streamers.43

A. Impact ionization

Impact ionization is given by the following reaction

e− + A → A+ + 2e− . (13)

For this process to occur, the energy of the incoming electron must be higher than the IP

of the molecule. If the IP is high compared to the typical electron energy, the energy of the

electrons will be the limiting factor. Thus the probability for such a process to occur can be

modelled as being proportional to the number of electrons with energy above the IP,21

∫ ∞

IP

fe(ε)dε (14)

where fe is the energy distribution of the electrons. The field dependence of the IP can

be estimated by Eq. (4), but to find the field dependence of impact ionization, the field

dependence of fe is also needed, which in general is unknown.

An important type of discharge in gases based on impact ionization is the Townsend

discharge,44,45 which is often used to explain discharges in voids in solid insulation.12 If
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a free electron on average creates more than one new free electron before it releases its

energy and is localized, an electron avalanche may be created. Such a mechanism depends

on a relatively long mean-free path so that free electrons (accelerated by the electric field)

gain sufficient kinetic energy before they collide with a molecule that is ionized by impact

ionization. For the discharge to be self-sustained, each electron avalanche must create at

least one new avalanche through some form of feedback mechanism. Electron avalanches in

condensed phase is controversial due to the higher medium density, and thus lower mean-

free path for electrons.1 Even so, experimental results with negative polarity in cyclohexane

under impulse and DC voltage suggests that the onset of streamers in the liquid is caused

by an electron avalanche in the liquid phase.3,46

B. Photoionization

In photoionization, a single photon is absorbed by a molecule and an electron is released,

hν + A → A+ + e−. (15)

This process requires a photon with energy hν, equal to or higher than the IP of the molecule.

If hν is higher than the IP of the molecule, the energy conservation may be obtained by

either giving the ionized electron more kinetic energy, by allowing the molecule to emit a

photon with lower energy, hν ′ or by leaving the cation in an excited state.

Streamers are observed to emit a large amount of visible light,43 and therefore it is rea-

sonable to assume that the typical photon energies emitted are in the visible light spectrum,

which is between 1.8 and 3.1 eV. On the other hand, the IP of typical molecules used as

electric insulation materials is of the order 10 eV.22 However, if the molecule interacts with

a high electric field in addition to a single high-energetic photon, the IP is predicted to fall

according to Eq. (12). Thus, for sufficently strong electric fields, photoionization is plausi-

ble, and it has been speculated that photoionization might be responsible for the fast-mode

streamer propagation.43

For atomic systems, with nonrelativistic energies and without an electric field, the pho-

toionization differential cross-section σ, per unit solid angle, Ω is47

dσ

dΩ
∝ sin θ2e (16)
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where θe is the angle between the direction of the photon and the emitted electron. The

electron is most probably emitted at an angle around θe ≈ 90◦, which is reasonable since the

electric field of an electromagnetic wave is perpendicular to the propagation direction. To

find the total ionization cross-section, Eq. (16) is integrated over all angles. However, if a

permanent external electric field is applied to the system in addition to an electromagnetic

wave, there is only a limited angle which is classically available for ionization (i.e. angles

where the kinetic energy of the escaping electron is above the maximum potential in that

direction), and it can be assumed that only these angles contribute to ionization. Integrating

Eq. (16) over the classically available angles could thus serve as a simplified model for atomic

photoionization in the presence of an electric field. The size of the classically available area

depends on the energy of the photon, while in what region it lies depends on the direction of

the photon compared to the direction of the static electric field. If the photon and the static

electric field is parallel, the classically available angles are around θe = 0◦, while if the photon

and the static electric field is perpendicular, the classical available angle is around θe = 90◦.

Thus, one could expect that photoionization is more effective if the external electric field is

perpendicular to the photon. This is also reasonable from a classical point of view since in

this case the static and the time dependent electric fields are parallel. Streamers are observed

as tree structures with various degree of branching, depending on the liquid in which they

propagate as well as electrochemical additives in the base liquid.9,48,49 The angle dependence

of photoionization may be important to understand the highly branched structures often

observed at high voltages where several of the branches propagate in directions deviating

from the direction of the external field. Such branching has been shown to be enhanced by

low IP additives in cyclohexane.49

C. Field ionization

The third fundamental mechanism, field ionization, is dependent on tunnelling.13 It is

therefore of interest to study tunnelling with a Coulomb potential in an external electric

field. In contrast to impact ionization, which requires the knowledge of the electron energy

distribution, fe(ε), tunnelling is only dependent on the local electric field and therefore easier

to model.

In an electric field, the tunnelling probability, τ , from an electrode has been found to
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follow12,50

ln τ ∝ 1

E
(17)

both theoretically and experimentally. Eq. (17) assumes that the work function, or potential

barrier height is independent of the electric field, but the width of the barrier is reduced when

the field increases. This has been found to be a good approximation for removing electrons

from metals, field emission, at high fields (20 MV/cm).46 Therefore, if the charge carriers are

dominated by electrons donated from a negative electrode, a tunnelling mechanism given by

Eq. (17) may describe the conductivity as found for very sharp tips.46 This mechanism is

termed Fowler-Nordheim injection, and is observed for negative electrodes where electrons

can tunnel through the barrier and into the dielectric. For positive electrodes a similar

phenomena can occur where electrons can tunnel from the liquid to the metal.13

However if the barrier height depends on the field, a different field dependence is obtained.

Let the potential be given by Eq. (2), εi be the energy of the electron in state i, and ψi be

the corresponding wavefunction. The tunnelling probability τ is proportional to28

τ ∝ ψi(R−)

ψi(R+)
(18)

where R± are the points where the energy of the electron εi is equal to the potential V (R)

(Figure 1). For the hydrogen atom ε0 = −1/2 hartree, and the classical turning points is

given when V (R±) = εi. When the field is assumed to be small (E ≪ εi), the classical

turning points are given by

R+ = −1/εi (19)

and

R− = −εi/E − 1/εi (20)

The tunnelling probability as a function of the electric field may be analyzed using the

Wentzel-Kramers-Brillouin (WKB) approximation, and the WKB wavefunction is given by28

ψi(R) =
B±

(εi − Ve(R))1/4
e±

R

√
2(Ve(R)−εi)dR (21)

where B± are constants. Since the wavefunction before tunnelling is assumed to be close to

the stationary solution, B+ is zero and only B− is considered. The solution with B+ could

be interpreted as important for tunnelling probability into the atom, i.e. the recombination

of electrons and positive charged ions. Here we focus on tunnelling out of the Coulomb
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barrier, representing a field ionization of a neutral molecule in gas phase, where the electron

tunnels out into vacuum.

Exactly at the classical turning points, R = R±, the WKB wavefunction has a problem

as the prefactor has a singularity at R = R±. However, the divergence disappears for

ψi(R−)/ψi(R+)
ψi(R−)

ψi(R+)
= exp

(
−
∫ R−

R+

√
2(Ve(R) − εi)dR

)
(22)

As an approximation, the integral is proportional to the length given by R− − R+ = εi/E,

and multiplied by the height given by the maximum of
√
Ve(R) − εi. If this maximum is

field independent, the field dependence of the tunnelling probability is given by Eq. (17).

However, for the Coulomb potential, V max
e (r) − εi = −εi − 2

√
E, and assuming

√
E ≪ εi∫ R−

R+

√
2(Ve(R) − εi)dR ∝ −εi

E

√
−εi − 2

√
E =

(−εi)3/2
E

(1 −
√
E

−εi
+ · · · ) (23)

=
(−εi)3/2

E
−
√

−εi
E

+ · · · (24)

and thus the tunnelling probability, τi, given that the electron starts in the electronic state

i is

ln τi = −C
(
(−εi)3/2

E
−
√

−εi
E

)
(25)

where C is a constant. In very small electric fields the potential is triangular, and thus the

first term should be equal to the term obtained from a triangular potential12,50

ln τi = −4
√
2

3

(−εi)3/2
E

. (26)

Comparing Eqs (25) and (26) it is seen that C = 4
√
2/3. Another way of obtaining the same

result is to assume that the shape of the potential is almost triangular for larger electric

field, but the height is given by εi−2
√
E. The field dependence of the tunnelling probability

has also been found elsewhere.50

Here it is important to note that −ε0 can be interpreted as the IP at zero electric field

(Koopmann’s theorem) while ε0 − ε1 is the first excitation energy. Typically |ε1| is much

smaller than |ε0| such that τ1 is much larger than τ0.

1. Two-stage process

In ionization processes by strong low-frequency fields, a tunnelling mechanism may be

dominating. However for the hydrogen atom, a pure tunnelling mechanism does not fit
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with numerical solutions of the time-dependent Schrödinger equation, and it is indicated

that an indirect tunnelling mechanism is important.51,52 This is in line with the fact that

in conductivity models, two-stage processes are often adopted.12 Thus, first the molecule is

excited, then an electron is released by tunnelling. The total tunnelling probability τ can

be modelled as

τ =
∑

i

fiτi (27)

where fi is the probability that the molecule is in excited state i, and τi is the probability

to tunnel out of state i. The probabilities fi can be modelled by a Boltzmann distribution

fi =
e

−εi
kbT

∑
e

−εi
kbT

(28)

However, these probabilities assume equilibrium, which, depending on the situation, may

be questionable. Generally, electrons react faster to changes in for example electric field

compared to the heavier protons. Therefore, in the presence of a time-dependent electric

field (for example as a step-function), it may not be unreasonable to assume that the number

of excited states fi is far greater than the equilibrium value.

2. Hopping

A series of common conduction models for polymers and dielectrics are termed hopping

conduction.12,17,53 The term hopping refers to a sudden displacement of a charge carrier

from one localized site in the dielectric to another nearby site. This can occur either by

thermal excitation of the carrier over the barrier or by tunnelling through the barrier between

localized sites. In general, a combination is considered the most likely mechanism.12 First

the carrier is excited and then tunnels to a neighbouring site with the same energy level.

Thus hopping is in some way a misleading name for this mechanism actually describing

thermally assisted tunnelling between two sites, and not hopping over the energy barrier.

Hopping is thus best used for the special case where the tunnelling between states can be

neglected, and the charge carrier must actually jump over the potential barrier between the

two sites/traps.

There are several different flavours of thermally assisted hopping conduction that includes

tunnelling through the barrier, two of the most important being variable-range hopping54
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and the random free-energy barrier model.55 Hopping is typically viewed as an increase in

charge mobility with field, not the charge density as the charge is localized between each

jump across the barriers. Thus the average speed/mobility of the carriers is increased with

increased field but the average free charge density is not changed. The field dependence

of the resulting mobility depends on the distribution of the traps in space and in energy,

typically the mobility will increase exponentially with the square root of the field.24,25

The hopping model given in Table I is based on hopping from one site to another site

over a potential barrier lowered by the electric field. The model is only valid for a single trap

depth and uniform distribution of the traps, and it assumes that tunnelling between traps

can be neglected. This simple model results in a conductivity that increases exponentially

with the field.24

However these exponentially increasing mobilities are based on lowering of the barriers

between two sites and that it is the crossing of these barriers that limits the mobility.

If for example a cyclohexane cation is surrounded by neutral cyclohexane molecules, all

neighbouring molecules are potential electron donors. Depending on the distance between

the sites and the energy of the electron involved, there might be only a very small barrier or

even not a barrier at all. In Figure 2, the potential barrier between two hydrogen atoms is

compared to the ground state energy of the hydrogen atom for different separation distances.

As seen from the figure, if the distance between two sites is too small, there is no barrier

to cross and the mobility must be limited by other factors. Thus in these cases, the hole

mobility does not necessarily increase exponentially with the electric field.

IV. RESULTS

Excitation energies and IPs were calculated for the following molecules: n-tridecane,

cyclohexane, 2-propanol, p-diaminobenzene, benzene, N,N-dimethylaniline and tetracya-

noethene. Benzene was added as a reference molecule, and n-tridecane was included because

experiments on conduction currents in neat n-tridecane have been compared to conductiv-

ity models.8 The rest of the molecules, were chosen based on a previous experimental study

on pre-breakdown phenomena in cyclohexane with additives.5,6,21 Cyclohexane is used as

a model liquid for mineral oil, and additives with known electron scavenger properties or

low IP were chosen as additives. It was found that the IP of the additives is an impor-
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(a) Separation distance: 4.0 Å
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(b) Separation distance: 4.5 Å
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(c) Separation distance: 5.0 Å
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(d) Separation distance: 5.5 Å

Figure 2. Potential (—) between two protons at different separation distance compared to the

ground state of the hydrogen atom (· · · ) for different separation distances.

tant descriptor for the effect on pre-breakdown phenomena21. Based on the Poole-Frenkel

mechanism and DFT calculations, it is possible, as is shown in this paper, to compare the

experimental results directly to the results obtained from DFT calculations.

The results from the DFT calculations are summarized in Figures 3 and 4. The calcu-

lations show that the direction of the electric field is only of minor importance for these

properties for most of the molecules (not shown in the figures). The direction of the electric

field is therefore only specified in the cases where it was found to be of importance. The

ground state energy of the molecules was not significantly altered by the electric field on this

energy scale. This is illustrated in Figures 3(c) , 4(c) and 4(d) which shows that the ground

state energy is only a relatively weak function of the electric field even for polar molecules

like 2-propanol and N,N-dimethylaniline.

The first excitation energy changes very little with the electric field for weak fields
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(a) Tetracyanoethene
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(b) p-diaminobenzene
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(c) 2-propanol
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(d) Cyclohexane
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(e) n-Tridecane, Electric field perpendicular to chain
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(f) n-Tridecane, Electric field parallell to the chain

Figure 3. Ground state energies (⊳), lowest singlet-singlet excitation energies (•), IP (—) and

model IP given by Eq. (29) (×), for different molecules.

(<20 MV/cm) for all molecules included in the study except for n-tridecane. The IP on the

other hand decreases rapidly even for a relatively small increase in the electric field for all

molecules, and above a certain field it approaches the first excitation energy. When the field

is increased further the IP and the first excitation energy falls at the same rate. The excita-
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(a) Benzene, Electric field in-plane
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(b) Benzene, Electric field out-of-plane

0 20 40 60 80 100 120
Electric Field [MV/cm]

0

2

4

6

8

10

E
n
e
rg

y
 [

e
V

] 

(c) N,N-dimethylaniline, Electric field in-plane
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(d) N,N-dimethylaniline, Electric field out of plane

Figure 4. Ground state energies (⊳), lowest singlet-singlet excitation energies (•), IP (—) and model

IP given by Eq. (29) (×) , for different molecules. In figure (b) the lowest excitation energies for

two different symmetry groups (+ and •) are presented.

tion energies for N,N-dimethylaniline and tetracyanoethene are low, but stays constant up

to higher electric fields than for the other molecules. Thus larger electric fields are needed

to decrease the IP to the first excitation energy (see Figures 3(a) and 4(c)).

It seems to be a general trend that above a certain field strength the first excitation

energy as calculated by TD-DFT approaches the IP. Thus above this field the molecule can

either be in its ground state or in a state with energy at or above the IP. The basis set

used can in principle only describe bound states (states where the wavefunction far from the

molecule decreases exponentially with distances). A description of free electrons, which are

dependent on cos(kx) and sin(kx) functions, are not included in the basis set. Therefore, in

theory the basis set limits TD-DFT to bound states only. In practice, however, the basis set

may be able to approximate the behavior of a non-bound state locally around the molecule,
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but what happens at large separations is unclear. Furthermore, an ionization can be viewed

as an excitation to a delocalized state, and therefore the lowest excitation energy should

be at the IP or lower. It has been exploited to calculate the IP by adding a very diffuse

basis function in coupled-cluster response theory,56 which is a reasonable approach without

an external electric field. For a more detailed discussion on the behavior of TD-DFT at the

ionization limit, see Ref 57.

For the planar molecules in this study, the excitation energies are nearly independent

of the electric field when the field points out of the plane, as examplified in Figures 4(b)

and 4(d) and above a certain electric field, the IP becomes lower than the first excitation

energy. In Figure 5, the basis set dependence of the lowest excitation energies of benzene is

shown. For the QZ3P-2D basis set, the excitation energies are always smaller than the IP,

regardless of field direction. Thus, the reason for the constant excitation energies for planar

molecules is a too small basis set to describe the out-of-plane orbitals.

However since the electric field gives an energy term linear in Re, there exist a continuum

of delocalized states with energy below the IP (see Figure 1) in addition to the continuum

above the IP. Therefore, it is difficult to interpret the excitation energies for high fields when

using the large basis sets (see Figure 5). Although in theory the same problem exist for low

fields, it is of less importance, since the distance to R+ (see Figure 1) is much higher and

the negative continuum at large R may be ignored. All basis sets give approximately the

same results for low fields (see Figure 5), and qualitatively the same basis set dependence is

seen for cyclohexane and n-tridecane. Therefore, we restrict our discussion on the excitation

energies to fields below 15 MV/cm. The IP on the other hand is trivial to interpret, and

applying larger basis sets had small effects on the results.

To validate the classical treatment of the IP in Eq. (12), the calculated IP is compared

to,

IP = IP0 − βPF

√
γE (29)

where βPF is treated as a parameter and γ = 4πǫ0α
2
o/e. Linear regression was used to fit the

calculated IP to an IP of the form given in Eq. (29) for fields below 30 MV/cm. Above this

field strength, larger deviations from the classical results are expected and when comparing

to pre-inception currents,8 it is the behaviour below 30 MV/cm which is interesting. For all

molecules, an IP of the form in Eq. (29) gives a good fit with an RMSD below 0.1 eV, and

the value of βPF is close to the classical result, see Table II. Neither the type of molecule nor

21



0 20 40 60 80 100 120
Electric Field [MV/cm]

0

2

4

6

8

10

E
n
e
rg

y
 [

e
V

] 

(a) Benzene, Electric field in-plane
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(b) Benzene, Electric field out-of-plane

Figure 5. Basis set dependence of the excitation energy: IP using aug-TZP basis set(−), the lowest

excitation energy using aug-TZP (⊳), QZ3P-1D (×) and QZ3P-2D (+) basis set.32

the direction of the field is important. This supports an assumption that the difference in IP

between two different molecules does not depend on the electric field.21 Above 30 MV/cm,

the fitted curve typically deviates only slightly from the calculated IP. Since these results

are not included in the linear regression, it indicates that the classical result gives the main

contribution even for relatively high fields. Thus, even for large fields the monopole is

the dominating interaction term. For both n-tridecane and cyclohexane, ǫr ≈ 2, and so

to compare these results with experiments, the fitted βPF is divided by
√
ǫr in Table II,

following Eq. (11).

For n-tridecane, unlike the other molecules studied here, the direction of the electric field

is important. Two cases are presented here, one where the field is perpendicular to the chain

and one where the field is parallel to the chain. If the electric field is perpendicular to the

chain, n-tridecane behaves like the other molecules, see Figure 3 (e). The results obtained for

an electric field parallel to the chain is more interesting, see Figure 3 (f). Here the excitation

energy seems to approach zero at much lower fields than the other molecules. But also in

this case, the IP approaches the first excitation energy for fields above 20 MV/cm.

n-tridecane also differs from the other molecules in terms of the βPF coefficients in Ta-

ble II. An electric field perpendicular to the n-tridecane molecule decreases the IP less than

the other molecules, but an electric field parallel to n-tridecane decreases the IP more. In the

latter case, it is also noted that an IP of the form Eq. (29) gives larger deviations, and thus

the classical results is not a perfect approximation in this case. The main reason for these
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Table II. Field dependence of IP

Molecule βPF (eV)
a RMSDb(eV) βǫr=2 (eV)c

Classically 54.4 - 38.5

Cyclohexaned 53.8 0.05 38.0

n-Tridecanee 68.9 0.31 48.7

n-Tridecanef 49.8 0.09 35.2

Tetracyanoethened 53.6 0.03 37.9

2-propanold 54.4 0.01 38,4

N,N-dimethylanilined 56.1 0.03 37.7

p-diaminobenzened 54.5 0.06 38.5

Benzened 54.0 0.07 38.1

a Eq. (29)
b Root mean square deviation (RMSD) between calculated IP and a model IP given in Eq. (29), for fields

below 30 MV/cm
c βǫr=2 = βPF /

√
2

d Averaged over the three different directions of the electric field
e Electric field parallell to the chain
f Electric field perpendicular to the chain

deviations is the results obtained for the two largest fields, where the IP approaches the

excitation energies (Figure 3(f)). If omitting the two highest fields in the linear regression,

βPF =59.6 eV and an RMSD below 0.1 eV is obtained, which indicates that the classical

results fits better for lower fields.

V. DISCUSSION

Based on symmetry arguments, a natural initial guess for the charge distribution in for

example the cyclohexane cation, is to place the positive charge evenly among all carbon

atoms. However, as Figure 6 shows, the reduction of the IP with the electric field would be

too large for such a charge distribution compared to the IP obtained from a point charge

and DFT. The IP would fall to zero at about 30 MV/cm, so that cyclohexane would ionize

completely at such fields. Furthermore, Figure 7(a) shows that such a model fails to repro-
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duce the interaction energy between a point charge and a cyclohexane cation. On the other

hand, a model where only the closest carbon atom is charged, reproduces the interaction

energy almost perfectly. A similar plot for n-tridecane (Figure 7(b)) shows slightly larger

deviations for the one-charge model. However, even for n-tridecane, a one-charge model fits

rather well. The IP in general fits a one-charge model, even for very high electric fields (see

Figures 3 and 4 and Table II).

In quantum chemistry many models exist to obtain atomic charges, and many of them rely

on a Mulliken-type of division of the charge distribution.58 The calculated atomic charges in

an electric field could not be used to verify Figures 6 and 7. For example, for cyclohexane

these models give an unphysically large charge transfer between the carbon and hydrogen

atoms. It has been noted repeatedly that Mulliken charges are highly dependent on the

basis set used, see for example Ref 59.
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Figure 6. The reduction of IP in cyclohexane as a function of the electric field, both with respect

to DFT data (×) and with respect to a model where each carbon gets 1/6 charge (—)

Measurements of high-field conduction currents in cyclohexane have been compared to

FEM simulations.8 The following conductivity model, based on Poole-Frenkel conductivity,

was found to fit the experimental data (see Eq. (5)),

σ(E) = σ0 · e
W

kBT · e
βPF

√
γE

2kBT (30)

where σ0 = 1.3 · 10−4 S/m, W = 0.47 eV is the thermal activation energy,60 βPF = 40.7 eV,

and γ = 1.9 · 10−12 m/V. The parameter βPF and the constant γ are introduced in Eq. (29).

The proposed high-field conductivity for cyclohexane based on experiments8 supports an IP

of the form given in Eq. (29). There is a good agreement between βPF found experimentally
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(b) n-Tridecane

Figure 7. The potential energy between a point charge and a cyclohexane/n-tridecane cation in

an electric field of 0.001 au=5.14 MV/cm, as a function of the distance between the point charge

and the closest carbon atom, with respect to DFT data (×), a one-charge potential (—) and for

cylcohexane a model potential where each carbon atom get 1/6 charge (- -). In (b) the field is

parallel to the chain.

of βPF = 40.7 eV and in calculations when the medium is taken into account by dividing

the calculated value by
√
ǫr. This suggest that the effect of a medium can be adequately

modelled as a dielectric continuum, at least for relative small electric fields (< 10 MV/cm).

Thus, the reduction of the IP with increasing fields in liquid cyclohexane with ǫr ≈ 2, will

be lower than in the gas phase.

FEM simulation using the following equations for conductivity,

σ(E) = σ0 · e
βPF

√
γE

2kBT (31)

and

σ(E) = σ0 · e
β1/3

3√γE

2kBT (32)

where σ0 = 1.0 · 10−12 S/m, βPF = 54.3 eV, β1/3 = 12.4 eV, γ = 1.9 · 10−12 m/V, have been

shown to give pre-inception currents that fits experimental results in neat n-tridecane with

needle plane geometry (positive needle).8 Eq. (31) is similar to a Poole-Frenkel conductivity,

but βPF is somewhat high. It is interesting to note that the value for βPF obtained from

DFT calculations is also high compared to the classical result (see Table II). Thus the DFT

calculations points in the same direction as the experimental results.

To our knowledge, Eq. (32) is not based on any known conductivity theory, but similar
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field dependence for conductivity have previously been reported for polyethylene.61 Direct

comparison of experimental charge recordings and the results from FEM simulations have

shown that Eq. (32) fits the measured results better than Eq. (31).8 The direction of the

electric field is important in n-tridecane since the IP is reduced more when the electric field

is parallel to the chain than when the field is perpendicular to the chain. It is therefore

assumed that the parallel component is more important when interpreting experimental

data. The DFT results show that the main difference between n-tridecane and cyclohexane

is in the way the excitation energy depends on the electric field for fields below 20 MV/cm.

In cyclohexane, the excitation energy is almost constant up to such field strengths (see

Figure 3(d)), while it is reduced even at lower fields in n-tridecane (see Figure 3(f)). This

is probably, as discussed below, why a conductivity given by Eq. (32) fits better than a

conductivity given by Eq. (31) for n-tridecane.

In order to explain the difference between the experimental conductivity for n-tridecane

and cyclohexane the difference, ∆, between the first excitation energy, ε1, and the IP is

examined,

∆(E) = IP (E) − ε1(E) (33)

Linear regression was used to compare two ansatzes for ∆,

∆(E) = ∆(0) − βPF

√
γE (34)

and

∆(E) = ∆(0) − β1/3
3
√
γE (35)

where ∆(0) is the energy difference between the first excitation energy and the IP at zero

field, γ is given by Eq. (29), and βPF and β1/3 are pure energy terms. Fitting the two

equations above to the DFT calculations is a way to find the energy terms that can be

compared directly to the experimentally obtained conductivity models, β1/3 in Eq. (32) and

βPF in Eqs. (31) and (30). For cyclohexane, ε1 does not depend on the electric field for

fields below 30 MV/cm. Thus results obtained from linear regression compared to the IP,

and compared to ∆ would give the same field dependence, and thus the same value for βPF

(Table II).

The result for n-tridecane, see Figure 8, is interesting as it gives a different dependence

on electrical field than what was found for cyclohexane. For n-tridecane, a ∆ as in Eq. (35)
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Figure 8. Difference between the IP and the excitation energy for n-tridecane, with the electric field

parallel to the chain, obtained by DFT (×), model in Eq. (34) (—), and model in Eq. (35) (· · · ).

With linear regression, the following coefficients are obtained; βPF = 39.5 eV and β1/3 = 14.3 eV.

fits almost perfectly with the DFT data, while a ∆ as in Eq. (34) (which gives a good fit

for cyclohexane) yields a poor fit. The coefficients obtained from linear regression, β1/3 (see

Figure 8) is close to the experimental value,8 βEXP
1/3 = 12.4 eV, without a modification given

by the relative permittivity of the medium. Since the excitation energy is field-dependent

even for small fields, it is reasonable to assume that it is also dependent on ǫr, and that

an increased ǫr will decrease the excitation energy. Therefore the difference between the IP

and the excitation energy may be less dependent on the medium compared to the individual

properties. For cyclohexane, the excitation energy is not dependent on the electric field

for small fields (<30 MV/cm), and thus in this case one can assume that the excitation

energy is also less dependent on the dielectric constant. If this is the case only the IP will

be dependent on the medium.

A conductivity given by

σ = σ0e
∆

2KbT (36)

similar to the Poole-Frenkel model,12 explains both a conductivity given by Eq. (31) and (32).

This model assumes equilibrium between the first excitation energy and the IP. However, to

obtain a conductivity model given by Eq. (36) there cannot be an equilibrium between the

ground state and the first excitation energy. If that had been the case, the conductivity would

only be dependent on the IP, not ∆. However in the Born-Oppenheimer approximation

electron responses are immediate, and thus when electric field is suddenly applied, it is
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Table III. The lowest singlet (S1 and S2) and triplet (T1 and T2) excitation energies for n-tridecane

and N,N-dimethylaniline (in eV)

Excitation n-tridecane N,N-dimethylaniline

S1 6.29 2.42

S2 6.36 3.38

T1 6.28 1.34

T2 6.35 2.61

not unreasonable to assume that the number of exited electrons are far greater than the

equilibrium value.

One possible reason for the non-equilibrium between the ground state and the first elec-

tronic excitation energy might be impact excitation, where a free electron collides with a

molecule and excites it. Experimental evidence indicating that impact excitation is im-

portant have been found for negative streamers in n-tridecane with N,N-dimethylaniline

(DMA),62 where 0.1 M DMA in n-tridecane reduces the injected charge and increases the

emission of light for negative first mode streamers. For such streamers, the streamer growth

is believed to occur through evaporation of the streamer-liquid interface by inelastic collisions

of free electrons created in an ionization region at the needle electrode (glow discharges).63

These electrons will be slowed down by inelastic collisions with molecules in the streamer

and at the streamer-liquid interface. Energy transferred from the electrons by these colli-

sions can either be released as heat or by photon emission. Emission of energy in the form

of photons that are transmitted through the liquid or absorbed at safe distances, do not

contribute to the phase transition and will thus reduce the streamer growth.

It is important to note that a collision with a free electron may excite the molecule

to states which are unlikely through excitation by light. Thus, both the singlet-singlet

excitation energies and the singlet-triplet excitation energies may be of importance. In both

cases, the free electron will lose a large portion of its energy, but if a molecule is excited to

a singlet state, it may relax by emitting a single photon in addition to heat. A molecule

excited to a triplet state on the other hand, relaxes in a more complicated way, and the

probability for emitting photons is smaller. Thus a larger portion of the energy is released

locally as heat.
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The lowest singlet state for DMA is as low as 2.42 eV (Table III), and a relaxation from

this state would emit photons in the visible range where an optical liquid like n-tridecane

would not absorb it. Clearly higher energy excitations will also contribute, but energies

of that order is probably only available for electrons which lie in the high energy tail of a

Maxwell distribution in the region with highest field close to the needle electrode (ionization

region). Thermal excitation are unlikely as it requires very high temperatures (at 5000 K

5% of the DMA molecules would be excited to the lowest triplet state, and 0.4% would be in

the lowest singlet state using a Boltzmann distribution), thus impact excitation is probably

dominant.

Photoionization has been proposed as a possible feedback mechanism during streamer

propagation occurring at voltages above the breakdown voltages in liquids.43 These are

the 4th mode streamers propagating with speeds from some tens to above one hundred

kilometres per second and are clearly highly field-dependent events. The order of magnitude

of the threshold fields may be estimated from threshold voltages reported in the literature.49

In neat cyclohexane, the 4th mode streamer appears suddenly above 120 kV in a 5 cm point-

to-plane gap.49 By assuming an ideal step voltage and a hyperbolically shaped streamer tip

radius of 6 µm,49 the corresponding Laplacian field magnitude at the propagating streamer

tip is about 40 MV/cm. This field magnitude, indicative as it is, lies well within the field

range where our calculations show a drastic reduction of the IP, and very close to the

typical magnitudes where there are no excitation energies between the IP and the ground

state. Thus, through the reduction of the IP, the electric fields in a micrometer region in

front of the streamer could significantly aid a photoionization mechanism. Consequently,

the study of the field-dependent IP of molecules typically present in insulating liquids can

be important to understand the occurrence of fast-mode streamers.

VI. CONCLUSION

Ionization processes, by impact, photon or tunnelling are not trivial, and it is not neces-

sarily easy to predict probabilities for ionization even though the IP is known. However, for

all three types of processes, the IP is the single most important parameter.

The model with the calculation of the interaction energy between a cation and a nega-

tive point charge gives a reduction of the IP as a function of the electric field which agrees
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qualitatively with experimental results, both with respect to conductivity models for pre-

inception currents and for fast-mode streamers. Furthermore, the difference in pre-inception

currents for cyclohexane and n-tridecane suggest that the field dependence of the first exci-

tation energy is important. Specifically, a conduction which is dependent on the difference

between the first excitation energy and the IP, explains both a conduction proportional to

e−βPF

√
E/kT and a conduction proportional to e−β1/3

3√E/kT , where the first is obtained if the

excitation energy is independent of E and the latter is obtained if the excitation energy

depends on the electric field.

Furthermore, free electrons will lose energy by exciting molecules electronically, and when

an exited molecule relaxes, it may emit light. Thus additives with low excitation energies as

N,N-dimethylaniline, can retard 1st mode negative streamer growth by emission of energy

in the form of light.

It is a general trend that the difference between the IP calculated by Eq. (9), and the first

excitation energy, calculated by TD-DFT, become small above a specific electric field. Thus,

above this electric field, the molecules may either be in its ground state or have energy at

or above the IP. Furthermore for such high electric fields (∼ 40 MV/cm), a reduction of the

IP can significantly aid photoionization, which is believed to be the dominant mechanism

for fast streamers.

Thus it is concluded that the IP must be viewed as a field-dependent property, and that

the field dependence of the IP is important for all ionization processes in high electric fields

and for high-field conduction models.
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