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Abstract

The solvation structures of the divalent cations of Mg, Ca, Sr and Cu in wa-
ter at in�nite dilution are investigated using QMSTAT. In this approach the
investigated system is divided into three interacting parts; The central QM-
region consisting of a single ion, a discrete solvent region consisitng of 100 water
molecules described with the NEMO force �eld and a dielectric continuum sur-
rounding the system. The discrete water molecules act as a perturbation to
the Hamiltonian in the QM-region, including e�ects from electrostatics, polar-
izabilities and an exchange repulsion term calculated from the overlap between
orbitals on water and the ion.

The report aims, for the �rst time to test QMSTAT with divalent ions and thus
the strongest intermolecular forces ever investigated using this method. The
goal is to determine the coordination structure of the ions mentioned, an area
where there still is disagreements regarding the coordination number and the
distance from the ion to the oxygens of water.

For Mg2+ we observe a coordination number, CN of 6 all through the simula-
tions and a �rst peak in the Mg-O radial distribution function, rMg−O = 2.12 Å.
For Ca2+, we get an CN alternating between 6 and 8, rCa−O = 2.50 Å. For Cu2+

we get a CN of 6 in an elongated octrahedral structure with rCu−O,1 = 1.96
and rCu−O,2 = 2.45Å. For Sr we get an alternating CN between 7 and 8 with
rCu−O,2 = 2.60Å. These results are in agreement with previous QM/MM sim-
ulations and are within the uncertainty limits of experimental results. Simula-
tions performed using one week of CPU time using GMSTAT have given similar
results to QM/MM simulations requiring one year.

It has also been tested to reproduce the near-IR spectrum of Cu2+ in water.
This was not successful, but despite of this it is believed that the coordination
structures obtained are reliable.
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Chapter 1

Introduction

When we look at a glass of water, it seems as if we are watching a persistent,
unchanging continuum where not much is happening. If we put a nail of iron
in the water, it takes days, even weeks before we can see signs of rust. When
adding salt, the process is somewhat faster, but the reaction is still so slow that
we do not have the patience to follow it. If we take a much closer look at the
glass, we see a more lively substance. Zooming in so that we can see the single
atoms of water, ions from the salt and from the rusting nail will also be visible,
all tightly surrounded by water molecules. The picture is neither as persistent as
it seemed from a distance. 1010 times every second, the water molecules closest
to the ions of iron leave, letting other water molecules take their places [1]. For
every such exchange, the hydrogen bonds, keeping the water molecules together,
break and reform one hundred times [2]. Even in that, almost non-existing time
interval, the hydrogen atom, covalently bond to oxygen, has vibrated back and
forth another hundred times [3].

This illustrates one of the large di�culties in computational chemistry. We want
to describe processes that take seconds, days and even years, while still taking
into account the e�ects happening on the subpicosecond scale. PJ van Maaren
proudly proclaimed his foresight for the computational chemistry: Microsecond,
here I come! By that, illustrating the fact that simulations in computational
chemistry are still not capable of lasting longer than this. This project aims
to bring us one tiny step forward toward the understanding of coordination
chemistry with the help of a method based solely on Quantum Mechanics.

To understand how ions behave in water is an important problem, yet of-
ten poorly understood. We know that positive ions are surrounded by water
molecules with oxygen facing the positive charge, but in many cases the cer-
tain knowledge stops there. We only have estimates to the number of water
molecules surrounding the solvated ion and to how far away they are [1]. Since
all chemical reactions require a proximity between the reactive species, reactions
in water demand the removal of water from the inner coordination sphere for
both the reactants involved [4].
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CHAPTER 1. INTRODUCTION

If one wants to understand liquid reaction chemistry, it is indeed interesting to
know the answers to questions like: How many waters surround the iron ion in
hemoglobin and how much free energy is required to remove one of these to give
room for an oxygen molecule? When a calcium ion moves between neurons, how
many water molecules surround it and slow down the neural signal? And why
can cobaltous chloride solved in water be used as an invisible ink?

It is here important to note that even monatomic ions are not only soft spheres
with a charge, but can possess asymmetries and large polarizabilities. For higher
order metal ions, e.g. the transition metals, the partially �lled d-orbitals give rise
to directional changes in charge density around the ion. When water molecules,
with its strong dipoles, approach these ions, some directions are more attractive
than others, thus some con�gurations become more stable than others. The
water molecules can also polarize the ions and induce asymmetries in the charge
distribution.

Coordination chemistry can also be seen as a step on the way to understanding
enzyme-catalyzed processes. Often an enzyme-catalyzed reaction takes place
near a metal ion, without which, the enzyme would be inactive. The enzyme
changes the electronic structure of the ion which again acts as the direct catalyst.
The polypeptide backbone of the enzymes ensures the proximity of the ion and
the reactive species, but does not by itself have any signi�cant catalytic function
[5].

To learn more about coordination chemistry one can perform experiments or do
computer simulations. We have chosen the latter strategy and have simulated
a set of divalent cations in water using a new procedure called QMSTAT [6]
which will be described in detail later. The procedure has not yet been tested
on many di�erent systems and this is the �rst time it will be tested with divalent
ions, meaning also the strongest intermolecular forces tested. This project thus
have two main goals. To determine the coordination structure of a set of ions in
water and to test whether the QMSTAT approach can be used to investigate such
systems. To understand the signi�cance of the results we start by introducing
some general experimental and computational methods used to determine the
coordination structure of ions.
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Chapter 2

Experimental methods

The most common experimental procedures used to elucidate the coordination
of ions in water make use of di�raction in some sort, either neutrons di�racting
with the cores surrounding the ion or electromagnetic radiation interacting with
the electronic clouds of the surrounding molecules. An important fact with
these methods is that they measure an absorption or emission over a range of
time. No information of processes that happen on a shorter time scale than
the characteristic vibration of the method will be gained [7]. To illustrate this,
the characteristic timescale of some experimental methods are given in table
2.1 together with the time required for some of the processes that we want to
investigate.

Table 2.1: Characteristic time scales for processes in solution and experimental
methods

Timescale Processes Experimental methods

10−14s Hydrogen vibrations Femtosecond laser
10−13s Vibration of heavier elements
10−12s Hydrogen bonds break and re-

form
IR

10−11s IR
10−10s Exchange of waters in the �rst

coordination shell of metal ions
IR

10−9s NMR, XANES
10−8s NMR, XANES
10−7s NMR, XANES
10−6s Longest MD simulations so far NMR, XANES

2.1 Neutron di�raction

A neutron di�raction experiment uses a neutron source (e.g. a nuclear reac-
tor) and let a ray of neutrons di�ract with a sample. Because neutrons are
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CHAPTER 2. EXPERIMENTAL METHODS

uncharged they do not interfere with the electron clouds in molecules, only with
the cores. Neutron di�raction experiments thus give information regarding the
positions of the cores. It gives good information about the radial distribution
function described in section 5.3.1. A problem is that for ions in solution neutron
di�raction experiments required until recently very concentrated solutions, for
copper, more than 1 molar of CuX2 had to be used, X is a soft counter-ion e.g.
NO−

3 or ClO−
4 [8]. Pure water contains 55 moles of water per liter. This means

that 55 water molecules should solvate three ions. The proximity of other ions
will here inevitably lead to disturbance of the measured data and di�er from
computational data, which mostly describe a system at in�nite dilution. Neu-
tron Di�raction methods used to study water chemistry have been reviewed by
Marcus [9].

2.2 XANES and EXAFS

XANES is an acronym for X-ray Absorption Near Edge Spectrum and EX-
AFS for Extended X-ray Absorption Fine Structure. They are, as the names,
used interchangeably in the literature imply, X-ray methods for determining
the structure of a molecule. The absorption lies in the keV range and is the
result of excitation of core electrons (1s, sometimes 2s for heavy elements) up
to unoccupied p-orbitals. The edge in question is the sudden onset of absorption
when the energy of the X-rays overcome the excitation energy barrier, and the
interesting part of the spectrum is not the edge itself, but the region close (±
50 eV) to it, which gives information regarding the environment of the excited
specie. This specie will radiate electromagnetic radiation that will be scattered
from atoms close to it. It is possible to calculate a XANES spectrum given a
structure and this can be taken as a negative test as to whether the structure
is present in a sample or not. On the other hand, it is not straightforward to
calculate a structure given a XANES spectrum. To perform these kind of ex-
periments, high energy radiation is required and this is usually provided from a
synchrotron. The method has been reviewed by Lee et al. [10].

2.3 Ligand Field Theory and NIR

The copper ion in water is traditionally seen as a classical example of the Jahn-
Teller e�ect [11]. The ion has the electronic structure [Ar]d9 with one singly
occupied d-orbital. We look at what happens when Cu2+ is placed in an oc-
tahedral �eld with six negative charges on the x, y and z axes representing
six ligands, e.g. the oxygen atoms of water. The two d-orbitals dx2−y2 and
dz2 pointing toward the axes will be degenerate and higher in energy than the
three degenerate orbitals pointing between the axes, dxy, dxz and dyz. The
Jahn-Teller theorem [12] then states that:

Any non-linear molecular system in a degenerate electronic state will be unsta-
ble and will undergo distortion to form a system of lower symmetry and lower
energy, thereby removing the degeneracy
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Since we have two degenerate states, with either dx2−y2 or dz2 being singly oc-
cupied, the complex will undergo a distortion to remove this degeneracy. There
are at least two ways to accomplish this, see �gure 2.1. One is to move the two
water molecules along the z axis further away and bring the waters in the xy-
plane closer. This will lead to the dz2 being lower in energy and the hole in the
d-orbitals will be located in the xy-plane. On the other hand, one may equally
well bring the two waters along the z-axis closer and let the other four move
further away. This would lead to the opposite situation and the hole would be
located in dz2 . The traditional picture of copper is the �rst one with four close
and two more distant waters (4+2).

Figure 2.1: The two possible Jahn Teller distortions of [Cu(H2O)6]2+.

Near Infrared-spectroscopy (NIR) gives information of this ligand �eld splitting
by exciting one electron from a fully occupied d-orbital to the singly occupied
one. The electron can be exited from any of the four doubly occupied d-orbitals
and the degree of splitting is a measure of the environment of the ion. NIR has
been thoroughly described in the book by Siesler et al. [13].
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Chapter 3

Computational methods

Since the 1920's, the rules that govern all chemical processes are known. The
laws of quantum mechanics and relativity had both been formulated and the
Dirac equation [14] was able to combine these theories. These laws are formu-
lated as di�erential equations, and in the following we will be considering the
non-relativistic time independent Schrödinger Equation [15]:

HΨi(rν , rj) = EiΨi(rν , rj) (3.1)

This eigenvalue equation can be solved to give a set of possible eigenstates or
wavefunctions, Ψi of a system depending on the coordinates of the nuclei rν and
the electrons rj . The system is described by the Hamilton operator H and the
eigenvalues Ei of the equation are the energies of the corresponding eigenstates.
Further signi�cance of the di�erent terms in equation 3.1 can be found in any
introductory text to quantum mechanics, e.g. [16]. For a set of nuclei and
electrons the Hamiltonian will in atomic units take the form

H =
1
2
∇2

ν +
1
2
∇2

i +
∑
i<j

1
rij

+
∑
ν<µ

qνqµ

rνµ
+

∑
ν,i

qν

rνi
+ Vext. (3.2)

The Greek indices ν and µ denote nuclei and i and j electrons. The �rst term
is the kinetic energy of the nuclei and the second of the electrons. The three
next terms are the electrostatic interaction energy, electron-electron, nucleus-
nucleus and nucleus-electron respectively. The last term is an external �eld that
might be present. Equation 3.1 can only in a few cases be solved exactly and
in the following some approximations and numerical methods to solve it will be
presented.
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3.1 Born-Oppenheimer

The lightest nucleus, that of hydrogen is 2,000 times heavier than an electron.
One consequence of this, is that the electrons will be changing position much
more rapidly than what the nuclei will do. This is exploited in most quantum
mechanical calculations by applying the Born-Oppenheimer approximation [17].
Here it is assumed that when the nuclei change positions, the electrons will
immediately redistribute to adapt to the new �eld. Then the Hamiltonian can
be written as a sum of two terms, one for the electrons where the position of
the nuclei is only included parametrically, and one for the nuclei which move
classically in the �eld of the electrons. If the Hamiltonian can be written as
such a sum, where each term is only dependent on one set of coordinates then
the wave functions can be written as a product where each factor contains only
one of these sets [11]. In this case the nuclear wave function and the electronic;

Ψ(rν , ri) = Ψel(ri; rν)Ψn(rν), (3.3)

the semicolon indicating that the electronic wave function depends on the posi-
tion of the nuclei parametrically. Ψel(ri; rν) is the electronic wave function and
solves the equation

Hel(rν)Ψel(ri; rν) = Eel(rν)Ψ(ri; rν). (3.4)

Where Eel describes how the electronic energy of the system changes with the
position of the nuclei. The repulsion and kinetic energy of the positive nuclei
are added to give the total energy.

3.2 Slater determinants

In computational chemistry the spatial extension and spin of an electron is
usually represented in a spin orbital, or a one electron wave function, χ(r, ms).
The simplest way to create a molecular wave function from a set of spin orbitals
is to form the Hartree product, the direct product of the spin orbitals:

ΨHartree(r) = χ1(r1,ms1)χ2(r2,ms2) · · ·χn(rn,msn) (3.5)

One of the problems with the Hartree product is that it does not satisfy the
Pauli principle [11]. The wave function does not change sign under interchange
of two electrons, it is not antisymmetric. There exists a simple way to write
all linear combinations of Hartree products that give an antisymmetric wave
function. This is done with the now famous Slater determinant:
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Ψ(r) =
1√
n!

∣∣∣∣∣∣∣∣∣∣
χ1(r1) χ2(r1) · · · χn(r1)

χ1(r2) χ2(r2) · · ·
...

...
...

. . .
...

χ1(rn) · · · · · · χn(rn)

∣∣∣∣∣∣∣∣∣∣
(3.6)

It can be seen that interchanging the labels of two of the electrons corresponds
to interchanging two rows in a determinant, which leads to a change of sign. If
the spinorbitals are orthonormal, the Slater determinant will be normalized by
the prefactor.

3.3 Self Consistent Field

Self Consistent Field (SCF), also termed Hartree-Fock [18] is, because of its
simplicity and intuitive interpretation the most used quantum chemical method,
at least as a starting point for calculations. We start by noting that if the wave
function of a system containing N electrons was known, then we would know
the electric �eld in all points in space of the system. If we then were to put
another electron into this system, we can assume that it would move in the
average �eld of the N electrons and we could solve the Schrödinger equation
for it. Of course, this new electron would change the environment of the other
electrons and their wave function would alter to adapt to the new man in town.
SCF works along these lines of thinking. First an initial guess is made for all
the spin orbitals except for one. The wave function for the last one is found
by solving the Schrödinger Equation in the �eld of the other electrons. Then
another orbital is chosen and a new wave function is calculated for this orbital in
the �eld of all the other electrons. This procedure is repeated until convergence.
The thing that SCF neglects is that the electrons interact instantaneously. In
real systems these charge �uctuations will be correlated to lower the total energy
of the system and more sophisticated quantum chemical methods include more
and more of this correlation and are expected to be improvements to SCF.

3.4 Basis sets

The spin orbitals are in practical calculations almost always described as linear
combinations of a set of basis functions.

χ =
N∑

i=1

ciφi (3.7)

Finding the true solution under a given set of approximations would in general
require N = ∞ in equation 3.7. What we do, when only using a �nite basis, is
to �nd the projection of the true solution into the space spanned by {φi}. The
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quality and amount of these basis functions φi can to a large degree in�uence
the result. The most widely used basis functions are centered on the nuclei
(xo, yo, zo) of the molecular system and are of a Gaussian type �rst introduced
by Boys in 1950 [19]:

φ = (x− xo)k(y − yo)l(z − zo)me−α(r−ro)2 , (3.8)

where r2 = x2 + y2 + z2. If the sum k + l + m equals zero, we term the orbital
s-type, if one, p-type and so on, following the scheme for terming atomic orbitals
by angular momentum quantum numbers. The reason for using Gaussians is
that the product of two of them is just another Gaussian, meaning that the
analytical evaluation of the integrals is simpli�ed compared to the more physical
correct e−α|r−ro| [11]. In quantum chemical calculations a rule of thumb is that
the quality of the results can be improved in two ways: By improving the
quantum chemical method or by increasing the basis set. In the SCF method
we can improve our results by increasing the basis sets, but we can never avoid
the fact that we neglect electron correlation. Thus there is a limit called the
Hartree-Fock limit that we can never beat without including this e�ect. Then
we have to use methods that include electron correlation to improve the results.
To obtain the best results the improvement in basis sets and the improvement
of the QM-method should be made simultaneously.

In this work we name the basis sets after the number of basis functions they
contain. E.g. the basis set 7s6p3d2f contains seven basis functions of s-type,
six of p-type and so on. The α-coe�cients for the basis functions can be found
in the respective references.

3.5 Monte Carlo simulations

For a system in equilibrium, the probability of being in a given state does not
change with time. If we had an ensemble of copies of this system, the fraction of
systems being in a given state would equal the time fraction any single system
would spend in the same state in the limit t → ∞. This is called the ergodic
hypothesis. This means that a change in state from A to B occurs exactly
as often as a change from B to A. Let ρA and ρB be the probability of the
system being in state A and B respectively and πAB be the probability of a
transition from state A to B, given that the system is in state A. Then, because
of microscopical reversibility the following relation must hold:

ρAπAB = ρBπBA (3.9)

That is, the system goes from state A to state B exactly as often as the reverse
transition. Since the probability of being in a given state at equilibrium is
proportional to its Boltzmann factor [20], the ratio between the two transitions
can be written as
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πAB

πBA
= e−β(UB−UA) (3.10)

where U is the potential energy, β equals (kbT )−1 and kb is the Boltzmann
constant. A sampling from a Boltzmann ensemble can be achieved by �rst
taking a random move in phase space, the move is always accepted if it leads
to a state of lower energy and accepted with a probability equal to the right
hand side of equation 3.10 if the new energy is higher. This scheme is called the
Metropolis scheme and was �rst introduced by Metropolis et al. in 1953 [21].
Simulations done using this method are called Monte-Carlo (MC) simulations
after the famous Casino in the wealthiest of Monaco's four quarters, because of
their random nature.

An advantage with a Monte Carlo simulation is that there is no need for cal-
culating energy gradients. Only the energy of each sampled con�guration is
needed when performing the simulation. An obvious disadvantage, is that no
time exists in these simulations. Every step is taken in a random direction, thus
no realistic trajectories are found, and only the average values have a physical
meaning, not the sequence of incidents.

When performing MC-simulations where only pair potentials are involved, it is
common to move only one particle in each time step. This way the interaction
energy between the rest of the particles remains the same and only the energy
of the moved particle has to be recalculated in each step. In our simulation, we
include polarizabilty on all the water molecules and the ability for the central
ion to adopt its electronic structure as a response to a changed environment.
This way all particles interact through what is called many body e�ects and
we loose the advantage in moving only one particle at a time. Because of this,
instead of moving only one particle, all particles are moved in each MC-step,
but of course they are moved shorter distances than what would have been the
case if only one particle was moved, otherwise nearly every step would have
been rejected because of a too high increase in energy. The same con�gurations
would still have been sampled, but the dynamics would have been much slower.

3.6 Molecular Dynamics

The most common way to simulate larger molecular systems is by using classical
Molecular Dynamics (MD) [20]. In an MD simulation the forces between atoms
are treated classically with particles moving on a potential surface with the mo-
tion of the particles governed by Newton's laws of Mechanics. A central aspect
in these simulations is the force �eld. It describes how the simulated energy
changes when the atoms in the system move. One of the most widely used is
the AMBER force �eld [22] which is parameterized for a large amount of di�er-
ent molecules. The energy in a force �eld is usually a function of intramolecular
bond lengths and bond angels in addition to pair potentials between atoms on
di�erent atoms. The forces that act upon the atoms are the gradients of this
potential. The reason why these methods are termed classical, is because, as
long as the potential surface is known, the particles are moved according to
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classical mechanics. The motion of the electrons is not considered and thus,
no quantum mechanics is needed, except for the parameterization of the force
�eld. When the forces have been determined, the atoms are moved in accor-
dance with some integrator which is usually a poor di�erential equation solver,
e.g. the Verlet Velocity Algorithm [23]. It is poor in the sense that it does
not solve the di�erential equations of motion exactly, but it is often fast and
since we are usually only interested in the average properties of the system, not
exact trajectories, such an integrator can be fully quali�ed for its purpose. An
MD simulation is usually utilized when the gradients are available. It has the
advantage that time exists and trajectories can be meaningful. One problem is
that since the particles move on a potential surface, the energy of the system
remains constant. We are usually however, interested in the properties of a
system where the temperature is constant. An MD simulation can sample from
a constant temperature ensemble with the use of a thermostat, e.g. Berendsen
[24] or Nose-Hoover [25].

3.7 QM/MM

Even though the tools for treating atomic systems with quantum mechanical
methods are available, their computational cost make them unfeasible to use for
simulating molecular systems containing more than 50 atoms in the foreseeable
future. One approach to solve large systems with special regions of interest is to
use hybrid methods. The interesting part is treated with Quantum Mechanics
while the surrounding areas are described using classical Molecular Mechanics,
e.g. MD. Such methods are called Quantum Mechanical/Molecular Mechanical
methods, QM/MM. Reviews on the subject includes [26] and [27]. There are
di�erent approaches to the problem, but a short summary of the main features
are described here. The system is �rst partitioned into a QM-region and a
classical region, and often an attempt is made to have a smooth transition
phase between the two, through which molecules are allowed to pass. The QM-
region is solved with standard quantum mechanical methods. Usually a simple
one, such as Hartree Fock [18] or Car-Parinello Density Functional Theory [28],
is chosen and the concerns regarding the QM-region in these simulations are
basically the same as what is the case with these methods in other cases. The
major di�erence is that the problem is not solved in gas phase but with a
perturbed Hamiltonian to respond to the environment. The terms included
in the Hamiltonian are usually an important criterion for the quality of the
method. All methods include some electrostatic interaction from the classical
region.

H = Ho + Hel.stat. (3.11)

Here Ho is the gas phase Hamiltonian and Hel.stat. includes the �eld from a
set of charges in the classical region. Further re�nement can also includes a
polarizable classical region and include the e�ects of the polarized dipoles in
H. The QM-region will react to the position of the surrounding molecules and
adapt its electronic structure accordingly. When performing QM/MM methods
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on ions in water, the QM-region is usually chosen to be the central ion and at
least one shell of water molecules.

The model used in this report, termed QMSTAT will be extensively described
later and can be seen as an improvement to current QM/MM models, by also
introducing exchange repulsion in the Hamiltonian. That way, it is possible to
leave more parts out of the QM-region, since the response of the water molecules
is more sophisticated and in some sense more physical than what is the case with
QM/MM simulations.

3.8 MOLCAS

MOLCAS [29] is a quantum chemical software package designed to perform high
accuracy ab initio calculations. It is developed and maintained by the group for
theoretical chemistry at the University of Lund, Sweden. All simulations per-
formed in this report are done using the MOLCAS 6.4. environment where the
most important module for this project is QMSTAT, described below, together
with a short description of the other modules used.

3.8.1 SEWARD

In every quantum chemical calculations a lot of one and two electron integrals
have to be calculated. The amount of two-electron integrals grows with the
number of basis functions to the power of four and the calculation, storage
and Input/Output-operations related to these may be the bottleneck in large
computations [11]. There are two strategies to calculate these integrals. One
possibility is to calculate the integral when needed and then delete it afterward.
This of course has the disadvantage that when the integral is needed a second
or maybe a thousandth time, it has to be recalculated. On the other hand,
there are only small memory requirements and Input/Output costs. The other
choice is to calculate the integrals before the simulation and store them on disk
for later use. When an integral is needed in a calculation, one block contain-
ing the desired integral is imported into the main memory. How to sort the
integrals, so that this block contains integrals, needed at the same time, is one
of the main concerns when deciding how to calculate these integrals. This is
because the main problems with this method are large memory requirements
and more computer time spent on Input/Output-operations than for the direct
calculations. This is nevertheless the conventional way to solve the one and two
electron integrals. MOLCAS is focused on the latter strategy and before every
QM -calculation the one and two electron integrals are calculated by the module
SEWARD. SEWARD also calculates the interaction energy between the cores
and estimates the kinetic energy of the electrons. The two electron integrals
are calculated using Rys quadrature [30] while the one-electron integrals are
calculated using the Gauss-Hermite quadrature [31].
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3.8.2 MC-SCF and CI

In a normal SCF calculation, all electrons are located in doubly occupied or-
bitals. To include electron correlation, one possibility is to include Slater deter-
minants where one or more electrons have been excited in the energy minimiza-
tion. It is then postulated that the wave function of the system can be written
as a linear combination of a set of electronic states.

Ψ =
∑

i

ciΨi (3.12)

Then there are two principal choices on how to �nd Ψ. If only the coe�cients
in equation 3.12 are optimized to �nd the minimum energy, the method is
called Con�gurational Interaction. If also the orbital coe�cients in the Slater
determinants from equation 3.7 are optimized simultaneously the method is
called Multi Con�gurational SCF (MC-SCF) [11].

It is usually impossible to include all possible excited states in equation 3.12
and in some sense we have to make a selection of which states to include. One
possibility is to include all single and double excitations using CI, this is called
CISD, Con�gurational Interaction with Single and Double excitations. This
method can be improved by including Triple and Quadruple excitations to give
CISDT and CISDTQ respectively. In this report we have used two other MC-
SCF approaches, CASSCF and RASSCF, described below.

3.8.3 Complete Active Space-SCF

In the CASSCF-approach [32], the orbitals are grouped in three groups

• Inactive doubly occupied orbitals, these are treated the same way as in
SCF.

• Active orbitals

• Inactive empty orbitals

In addition we have to choose a number of active electrons. The inactive doubly
occupied orbitals are treated exactly the same way as in SCF. The same is true
for the inactive empty orbitals. In the active orbitals we must include at least
enough orbitals to make room for the active electrons. In addition to the SCF
ground state we �nd all possible states that are achievable when permutating
the electrons in the active orbitals and we say that our CASSCF ground state
is the linear combination of these that give the lowest energy.
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3.8.4 RASSCF

RASSCF [33] is an acronym for Restricted Active Space Self Consistent �eld
and is a modi�cation of CASSCF. In CASSCF, all possible excited states within
the active space are included. This can easily give an untreatable amount of
excited states. In RASSCF the active space is therefore further divided into
three parts:

• RAS1: A set of orbitals that are doubly occupied in the SCF ground state
and only a threshold number of electrons is allowed to be excited from
this space.

• RAS2: A set of orbitals that may or may not be occupied in the ground
state and from which and to which, an arbitrary number of electrons can
be excited.

• RAS3: A set of orbitals, unoccupied in the ground state, into which, only
a threshold number of electrons are allowed to be excited.

This way the number of states can be reduced by many orders of magnitude
by neglecting states where many electrons are excited at the same time. States
with many excited electrons are likely to be high in energy and would thus not
have in�uenced the result of a CASSCF calculation.

3.8.5 RASSI

RASSI is an acronym for Restricted Active Space State Interaction and is a
module of MOLCAS. Given a set of partly overlapping RASSCF states, RASSI
can produce an orthogonal basis spanning the same subspace in an e�cient
manner [34]; the method is also called CASSI when applied to CASSCF states
instead of RASSCF. E.g. when the ions are modeled, we use as basis the unper-
turbed ground state of the free ion, together with the ground state in a small
electric �eld. These states will be highly overlapping, but since it is easier to
work with orthogonal states, we use RASSI to give us that.

3.8.6 MPPROP

In the QMSTAT approach, all Coulombic interactions are treated in a multi-
pole expansion. Instead of calculating the exact interaction energy between two
charge distributions we multicenter multipole expand the distributions and cal-
culate the interaction energy between these. This procedure is done using the
MOLCAS module MPPROP.
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3.8.7 FFPT

FFPT is a module for adding a perturbation to the wave function in MOLCAS.
In this work it is used to introduce an electric �eld or a �eld gradient to give
basis orbitals for the calculations. This is done by altering the Vext in equation
3.1.

3.8.8 MP2 and CASPT2

MP2 [35] and CASPT2 [36] are both used to calculate the second order pertur-
bation estimate for the energy of a system. As input these programs use a SCF
or CASSCF solution respectively.

3.9 QMSTAT

We run a quantum mechanical Monte Carlo (MC) simulation of cations in the
QMSTAT module [6]. QMSTAT is an acronym for Quantum Mechanical /Sta-
tistical Mechanical, meaning that a simulation is run treating one part of the
system at a quantum mechanical level, while the rest, the solvent, is treated
at a statistical mechanical level. In our case we divide the system into three
interacting parts:

• The QM-region, which in our case only consists of a single ion

• The discrete solvent region containing 100 NEMO water molecules

• The dielectric continuum representing the bulk water phase

and we run a MC simulation of a system consisting of these three. The only
quantity required by the MC algorithm is the energy in every step and thus
this is the central quantity to be calculated. There are well established methods
for calculating the energy of each of the three regions by itself and also for
calculating the interaction energy between the QM-region and dielectricum and
between the discrete water region and the dielectricum. The problem lies in
how to couple the quantum mechanical ion with the force �eld described water
molecules. We will start with the established parts and return to the coupling
problem later.

3.9.1 The QM-region

Firstly, the QM-region will be described for itself. We run a MC simulation
for several million steps. In each of these steps we in some sense have to solve
the time independent Schrödinger equation to get the energy of the ion. This
naturally means that we cannot a�ord to choose the most complex model to
model the central ion. Two di�erent approaches are used depending if we are
studying a closed shell SCF system or a MC-SCF system.
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SCF QM-region If the QM-region is described at the SCF level, a normal
SCF calculation is performed in each MC-step. To generate the basis set for the
SCF calculation, we �rst perform a single calculation in vacuum and others in
di�erent potentials, e.g. an electric �eld or �eld gradient. The density matrices
describing the solutions in these environments are averaged and the averaged
density matrix is diagonalized to give a set of orbitals. These are taken as the
basis in the QMSTAT simulation.

RASSCF QM-region If the QM-region is described at the RASSCF level,
a di�erent approach is adapted. Instead of taking single electron spin orbitals
as basis functions, we use electronic wave functions for the entire system in dif-
ferent excitation levels and di�erent environments, mimicking the disturbances
from the environment we expect will surround the QM-system. That is, be-
fore we start the simulation, we solve the Schrödinger Equation for the electron
structure in the ground state and a number of excited states. Then we solve
it in an environment, e.g. an electric �eld, �eld gradient or a well potential.
The latter examples will give a polarized wavefunction, a wavefunction with an
induced quadrupole and a spatially contracted wavefunction respectively. Our
basis consists of all these molecular wavefunctions Ψi. We now make a linear
Ansatz that the wave function can be written as a linear combination in our
basis

ΨQM
i =

∑
j

cijΨj (3.13)

The electronic structure in a random environment now has the ability to be
polarized, induce a quadrupole or contract depending on the environment in
order to minimize the system energy. Of course the choice of basis functions
will have consequences for the resulting properties. It is necessary to include as
many basis functions as possible to include all relevant e�ects, while still keeping
the number of basis functions as low as possible to minimize the computational
costs.

3.9.2 NEMO Water

Before we describe how the surrounding in�uences the QM-region, we describe
the surrounding, in our case water, by itself. The interaction energy of the
NEMO water can be partitioned into four parts

E = Eele + Eind + Erep + Edisp (3.14)

The �rst term is the electrostatic interaction. This is modeled as four charges,
two positive on the hydrogens and two negative close to oxygen, placed to
reproduce the dipole moment and quadrupole moment of SCF water in gas
phase. The next term represent the energy of induced dipoles. Linear isotropic
polarizabilities are placed on the three atomic centers and the energy of the

16



CHAPTER 3. COMPUTATIONAL METHODS

induced dipoles is calculated iteratively for all the water molecules. The third
term is an exchange repulsion term with one exponentially decaying part and
one polynomial part and the exchange repulsion between two molecules A and
B is written

EAB
rep =

∑
i∈A

∑
j∈B

aije
−bijrij +

(
cij

rij

)20

, (3.15)

where rij is the distance between the two atoms i and j. a, b and c are param-
eters. The last term is the attractive dispersion energy written as

EAB
disp = −

∑
i∈A

∑
j∈B

(
dij

rij

)6

S(rij), (3.16)

where

S(r) = 1− e−(r/e)n

(3.17)

is introduced to damp the dispersion on short distances. For more information
regarding the di�erent terms and values of the parameters see [37].

3.9.3 The interaction with the dielectric medium

Our droplet, consisting of an ion and 100 water molecules, is placed in a dielec-
tric medium, a medium that does not conduct electricity but will be polarized
in response to charges nearby. This is a simpli�ed picture of the bulk water
phase in the simulations. Some water molecules are introduced explicitly, but
the action from the rest is averaged out and acts on the QM-region and the other
water molecules as a continuum. A positive charge near the edge of the dielec-
tric will polarize the medium in such a way that negative charge allocates in
the vicinity inside the dielectric medium. This negative charge will produce an
electrostatic potential, also called reaction �eld in the cavity. To solve these in-
teractions numerically exact would be computationally very expensive. Instead
the interactions are calculated with the image charge approximation [38]. This
approximation utilizes the fact that the response from the dielectric medium to
a charge nearby can accurately be approximated by a charge of opposite sign
in the medium. This image charge creates a reaction �eld in the cavity which
interacts with the charges there. The water molecules and the QM-region have
an identical interaction with the dielectric through their charge distributions.

A charge, whether positive or negative will be attracted to the dielectric be-
cause of the image charges located there. This attraction should be balanced
by the attraction between explicit water molecules, but still, if nothing is done
to prevent it, water molecules will approach the discontinuity. To avoid water
molecules leaving the cavity, an additional potential barrier, exponentially in-
creasing with the distance to the edge is added near the boundary. The reason
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for choosing this form is not physical, but motivated from the fact that the dis-
tance to the edge is already calculated when calculating the e�ect of the image
charges.

3.9.4 How the water molecules in�uence the QM-region

The QMSTAT model includes most of the water in�uence as a perturbation to
the Hamilton operator written as

H = Ho + Hele + Hind + Hrep,S2 (3.18)

The �rst term is here the unperturbed gas phase Hamiltonian as it would be for
the free QM-region as given in equation 3.2.

The second is the disturbance due to the four charges on each water molecule
described in section 3.9.2. The term is purely Coulombic and is written as

Hele =
∑
i,s

qs
i

|r − ri|
, (3.19)

where the summation is over the four charges qi on all the water molecules s.

The third term is the interaction energy with the induced dipoles of the water
molecules and is written as

Hind =
∑
j,s

µs
j · r̂

|r − rj |2
, (3.20)

where µs
j is the induced dipole of the atomic center j on water molecule s. r̂ is

the unit vector from the point dipole. The way the dipoles in�uence the QM-
region is similar in fashion to the permanent charges, but this term makes it nec-
essary to solve the Schrödinger equation and the induced dipoles in an iterative
fashion. First a guess is made for the induced dipoles and the Schrödinger equa-
tion is solved. This leads to a new set of induced dipoles and the Schrödinger
equation is solved in this �eld. The procedure is repeated until the equations
have converged. This method is termed Self Consistent Reaction Field.

The last term is included to take care of the exchange repulsion between the
electrons of water and the ones in the QM-region. When there is not substantial
overlap between water and the QM-region, the repulsive energy should be pro-
portional to the square of the overlap [39]. This is calculated with a Hamiltonian
on the form

〈
Ψi|Hrep,S2 |Ψj

〉
= d

∑
k,s

〈Ψi|χs
k〉 〈χs

k|Ψj〉 εk (3.21)
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where χs
k is the occupied orbital number k on water molecule s inside a cuto�

distance, in these simulations set to 5.3 Å. εk is the energy of orbital k. To
use the energy as a scaling factor is not purely physical but motivated from
the fact that an overlap with a strongly binding orbital will be less favorable
than the overlap with a more di�use orbital higher in energy. The negative d
parameter in equation 3.21 has to be �tted to reproduce energy curves from
supermolecular calculations. The orbitals of water are calculated in a gas phase
SCF calculation before the simulation and kept constant in every MC-step.

The charge density and its multipole expansion for all the QMSTAT basis func-
tions has been calculated before the simulation is started. When a solution is
found for Ψ, the multipole expansion of the charge density in the QM-region
is also known. This expansion will in�uence the water molecules by polarizing
them. This polarization occurs only on the isotropic polarization centers and
the orbitals on water will not be in�uenced by the electronic structure in the
QM-region.

In addition to these terms two energy terms are added without being part of
the Hamiltonian, that is

EQM =
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉

+ Edisp + Erep,S6 (3.22)

For non-polar systems, the most important attractive term is dispersion or Lon-
don forces. It can be shown that for closed shell systems on long distances this
is an attractive force which decays as r−6 [11]. This term is not included at
the CASSCF level and is incorporated in the QMSTAT model as an extra en-
ergy term. For a charged specie such as Cu2+ the contribution of this term is
neglectable, but still included in the simulations.

The last term is another exchange overlap term. It can be shown [39] that the
exchange repulsion is proportional to the series given by

Erep ∝
S2

1− S2
= S2 + S4 + S6 + · · · (3.23)

The �rst term in this expansion is included in Hrep,S2 , and experience from
earlier works with ions in water [40] showed that the S4 term was super�uous.
Because of this, a term proportional to S6 is added. This is implemented as
(S2)3 and a parameter is used to �t the repulsive part of the energy surface.
Without this term, the potential curve is not repulsive enough on short distances
and the �rst peak of the radial distribution function will be located at too short
distances.

This solution has worked well for previous problems (singly charged ions [40],
formaldehyde [41] and acetone), but did not work well for the copper ion. It
gave a minimum in the energy surface for Cu2+ and 6 water with a too large
Cu-O distance. As a temporary solution we swapped this repulsive term with
a Lennard-Jones like r−12 term. Also here a parameter has to be �tted to
supermolecular curves.
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There are some approximations that should be emphasized in these procedures.
First of all, when a water molecule approaches an ion, both the wave function on
water and the one on the ion will change to adapt to the new environment. In our
description only the electronic structure in the QM-region relaxes whereas the
water molecules remain mostly unchanged. They respond by the polarizabilities
on the atomic centers, but the orbitals used to calculate the overlap remains
unchanged. Also, none of the electrons relax to minimize the energy to the
dispersion and the r−12 term, these terms only in�uence the sampling in the
MC-algorithm but does not change the electronic structure.
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Figure 3.1: Float chart for calculations when the QM-region is described on the
RASCF-level. On the left hand side basis functions for the QMSTAT-simulation are
calculated. On the right hand side supermolecular potentials are calculated. The
exchange repulsion parameters are �tted so that the QMSTAT-potential reproduces
the supermolecular potential before the simulations are performed.
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3.10 Float chart for the calculations

In �gure 3.1 a �oat chart of the calculations performed in this report is shown. It
contains three major parts. On the left side is the preparation for QMSTAT, the
calculations of a set of basis functions, their orthogonalization and calculation
of their multipole expansion. In the QMSTAT model parameters are required
in the calculation of exchange repulsion. These parameters are �tted to energy
curves from supermolecular calculations which are calculated on the right side.
These data are combined and a simulation is run using QMSTAT in the middle.
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Previous results

4.1 The hydration of Mg2+

Magnesium complexes are usually hexacoordinated and the ion tends to bind
directly to water, also when other anionic ligands are available [42]. It has
been seen in DFT studies that when gradually increasing the number of wa-
ter molecules in supermolecular calculations that the most stable Mg2+-water
complex is clearly the octahedral hexacoordinated one with the water molecules
located between 2.10 and 2.12 Å [42, 43].

Experimental studies with NMR [44], X-Ray Di�raction [45] and Raman spec-
troscopy [46] also give the same CN.

One QM/MM simulation of the ion with 199 water molecules has given a CN
of 6 and rMg−O = 2.03 Å [47].

4.2 The hydration of Ca2+

The hydration of Ca2+ is of great interest because of its biological activity as
a neural transmitter, building block of bones and importance in blood clotting.
Both theoretical and experimental studies have been performed to determine
the coordination of water molecules around the ion. Nevertheless, in contrast
to Mg2+, there is still dispute over the coordination number and the distance
to the closest water molecules. One of the main reasons for this is that the
coordination structure of Ca2+ is much more dynamic than what is the case for
Mg2+, and no de�nite, only an average CN can be given.

X-Ray di�raction experiments have found a CN between 6-8 and rCa−O =
2.39− 2.43 Å [48].

Neutron di�raction experiments have been performed and the data has been
interpreted to give a CN between 6.4 and 10 with rCa−O = 2.39 − 2.46. The
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CN was found to increase with decreasing concentration of Ca2+ [49].

A combined study using EXAFS, Long Range XD and MD concluded with a
CN of 8 and rCa−O = 2.46 Å [50].

One Car-Parinello Molecular Dynamics simulation ran for a time period of 7 ps
and found a constant CN of 6, with the RDF going to zero between the �rst
and the second coordination shell. The reason for this may very well be that
the simulation is trapped in a local energy minimum. The location of the �rst
maximum in the RDF is at 2.45 Å in agreement with experimental data [51].

Another QM/MM simulation ran for 14 ps starting from a six-coordinated struc-
ture obtained CN = 7-8 and with four occurrences of water molecules either
entering or leaving the �rst coordination shell. From this it is estimated that
the mean residence time of a water molecule in the �rst coordination shell is of
the order of magnitude 10 ps. rCa−O is found to be 2.6 Å, signi�cantly larger
than the experimental values and other MD simulations [52].

Classical MD simulations have been performed giving CN between 8 and 9.3
and rCa−O between 2.39 and 2.53 Å [51].

The reason for the dispute of the coordination number may be that there is dy-
namical equilibrium between more states with di�erent CN. This makes it di�-
cult to �nd the coordination structure using computationally intensive methods
like QM/MM because it is di�cult to run a long enough simulation spanning
over a large amount of changes in coordination structure.

4.3 The hydration of Sr2+

There are less experiments performed on Sr2+ than on any of the other ions
studied. X-ray experiments of SrCl2 solutions show an average CN of 7.9 and a
rSr−O = 2.60 Å [53, 54]. EXAFS data has shown 8 water molecules in the �rst
coordination shell and rSr−O = 2.57 Å [55].

4.4 The hydration of Cu2+

The hydration of the hydrated Cu2+ ion has also been extensively studied. It
is usually seen as a classical example of the Jahn-Teller e�ect and is believed to
be hexacoordinated in water with four short and two longer Cu-O distances.

A SDCI study of the cluster of copper and six water �nd a minimum energy
structure with four oxygens at a distance 1.94 Å from Cu and two oxygens at
a distance of 2.43 Å which also is in good agreement of the classical picture of
the ion in water [56].

More authors have discussed the solvation structure of copper using neutron
di�raction. The neutron di�raction data shows some water molecules at a dis-
tance between 1.94- 2.00 Å from the positive ion. Then there is more dispute
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as to where the next water molecules are located. Di�erent authors state that
the second closest waters are located from 2.12 Å to 2.60 Å. The coordination
is usually assumed to be an elongated octahedron with CN = 6 [8, 57]. The
dispute in structure indicate a dynamic system which might be quickly alter-
nating between di�erent structures, e.g. which water molecules that at a given
time are closest to the ion.

A combined theoretical and experimental study using Neutron Di�raction, Car-
Parinello simulations with the BLYP functional [58, 59] and reinterpretation of
old experimental data concluded with a coordination number of �ve [60]. This
study has, however been criticized for the simplicity of the BLYP functional
[61].

Even though most Cu2+ complexes are known to be hexacoordinated, a sand-
wich di-crown ether Cu2+ complex has been synthesized where the central ion
is pentacoordinated [62].

Since copper has a d9-electronic structure with splitting between two sets of
d-orbitals it also has the ability to absorb electromagnetic radiation in the
visible/near-IR range and is the reason why solutions of copper have a blue
color. This IR-spectrum is given in �gure 4.1.

Figure 4.1: The experimental IR absorption spectrum for Cu2+ in water [63].
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Computational details

5.1 Supermolecular calculations

5.1.1 Ca2+ with one water molecule

A supermolecular calculation was performed using the NEMO water geometry,
with the water molecule pointing with the oxygen atom toward Ca2+. The
oxygen-calcium distance was varied between 1.5 and 6 Å. To correct for basis
set superposition error, the results were counterpoise corrected [64]. At each
geometry, starting orbitals were found using an SCF calculation, then the energy
was optimized using MP2. The ANO-s basis set was used [65]. For Ca2+ we
used 17s12p4d contracted to 7s7p4d, for oxygen 10s6p3d contracted to 7s6p3d
and for hydrogen 7s3p contracted to 4s3p.

5.1.2 Mg2+ with one water molecule

The same procedure and basis set for water was used with magnesium as de-
scribed in section 5.1.1. For the magnesium ion the ANO-s basis set was used,
13s8p3d contracted to 7s6p3d.

5.1.3 Sr2+ with one water molecule

With strontium we used the ANO-rcc [66] basis set for both the ion and the
water molecule, because the ANO-s basis set does not include optimized orbital
coe�cients for elements heavier than Kr. For Sr we used 23s19p12d4f con-
tracted to 11s10p7d4f , for oxygen 14s9p4d3f2g contracted to 7s6p3d1f and for
hydrogen 8s4p3d1f contracted to 4s3p1d. The same geometries were used as in
section 5.1.1. Calculations done with this basis set are relativistically corrected
with the method of Douglas and Kroll [67].
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5.1.4 Cu2+ with one water molecule

For Cu2+ the supermolecular calculations were performed in the same geome-
tries as in section 5.1.1, but since Cu2+ has a d9 open shell electronic con-
�guration neither closed shell SCF nor MP2 can be used. Instead we used a
CASSCF calculation with the �ve 3d orbitals in the active space and the rest
of the orbitals inactive. After this, a CASPT2 calculation was performed to
include the e�ect of electron correlation. The ANO-s basis set was used for
all atoms. For Cu2+ we used 17s12p9d4f contracted to 7s6p5d3f , for oxygen
10s6p3d contracted to 7s6p3d and for hydrogen 7s3p contracted to 4s3p.

5.1.5 Cu2+ with six water molecules

Supermolecular calculations were for Cu2+ also performed using six water molecules
to see whether many-body terms were incorporated correctly in the QMSTAT
potential. The same basis set and method as in section 5.1.4 were used. The
geometries sampled are shown in �gure 5.1 where we vary the axial distance to
two of the water molecules and the equatorial distance to the other four. The
calculations were performed in D2h symmetry, the maximum symmetry allowed
in MOLCAS.

Figure 5.1: The geometries sampled in the supermolecular calculations with Cu2+

and 6 water molecules were obtained by varying the axial distance to two of the
water molecules and the equatorial distance to the other four.

5.2 Simulations

5.2.1 Mg2+ in water

For all the earth alkali metals we used the SCF treatment of the QM-region. For
magnesium, our QMSTAT molecular basis functions were chosen to be the SCF
ground state in vacuum and the six ground states found when the ion was placed
in an electric �eld of ±0.002 a.u. (0.103V/Å) along each of the coordinate axes.
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The basis set used in the calculations were the same as in the supermolecular
calculations described in section 5.1.2. The simulations were started from three
di�erent con�guration found for Cu2+ surrounded by six water molecules in the
�rst coordination shell. The structures were allowed to equilibrate for 100,000
Monte Carlo steps before three parallel simulations of 900,000 million steps each,
were performed.

5.2.2 Ca2+ in water

The procedure described in section 5.2.1 was also applied in the simulations of
Ca2+. The starting structures were taken from three di�erent simulations with
Cu2+, both penta- and hexacoordinated.

5.2.3 Sr2+ in water

The procedure described in section 5.2.1 was also applied for Sr2+ , but this time
with starting structures from simulations run with Ca2+, with a 7-coordination.

5.2.4 Cu2+ in water

For Cu2+ the MC-SCF description of the QM-region was used and three di�erent
procedures to create a Molecular Basis were attempted.

The 5-state basis functions

As mentioned, the Cu2+ ion has a d9 electronic structure. For the free ion there
are �ve ways to accomplish this; The 3d-electrons can be perturbed so that the
hole is positioned in any of the �ve degenerate d-orbitals. Our simplest choice
of basis consists of only these �ve states. To create them a CASSCF calculation
was performed with the active space consisting of the �ve d-orbitals and nine
d-electrons, optimizing the orbital coe�cients to minimize the sum of the energy
of the �ve lowest states. These �ve degenerate states were taken as our basis
that we termed 5-state. This basis is not polarizable, since all the d-states have
a net dipole moment of zero, nor can it contract or expand, since the radial
extension of all the d-orbitals are equal. The only �exibility is where to place
the hole in the d-orbitals.

The polarizable basis functions

As for the earth alkali ions, it was wanted to incorporate some degree of polariz-
ability of the ion. To do this, we created a basis consisting of 35 molecular basis
functions in the following way; Firstly we included the �ve basis functions from
the 5-state basis set. Secondly, an electric �eld of ±0.002 a.u. (±0.103V/Å)
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along each of the coordinate axes was applied and a CASSCF calculation was
performed in each of these environments. The basis set and procedure being
the same as in vacuum. In each of the environments �ve basis functions were
obtained giving a total of 35. This was taken as the polarizable basis functions.

The single state basis functions

To allow for some �exibility in the spatial extension of the ion orbitals, we
created a set of orbitals located in a potential well. The well consisited of a
sum of spherical Gaussian functions and had the form shown in �gure 5.2. The
basis functions up until now were found by minimizing the average energy of the
�ve lowest states. A di�erent approach is to alter the basis function coe�cients
to minimze the energy of each state independently. This was done by �rst
performing an average calculation and then follow each of the roots separately
to the nearest energy minimum. Such local minimum calculations always have
a risk for falling down into the wrong minimum, but the calculations converged
to the correct minima in this case. By this procedure we created a basis with
ten basis functions. The �ve lowest states with the potential well present and
the �ve lowest without it.

Figure 5.2: The spherical potential used to limit the di�use electronic density of
Cu2+. Note that even though the potential drops around 2.7 Å it is never below 4
eV and the electronic density is also here zero.
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5.3 Data Analysis

5.3.1 The Radial Distribution Function

The number density of a specie A in a solution, is given by ρA = NA/V , where
NA is the number of particles of type A and V is the volume. This is also called
the singlet distribution function noted by nA. A pair distribution function
nAB(r) is de�ned as the probability density of �nding a particle of type A at a
given point and a particle of type B at another point separated from the �rst
by r. The radial distribution function (RDF) is de�ned as

gAB(r) =
nAB(r)
nAnB

. (5.1)

When the distance r grows large, the probability of �nding the two particles in
the two volume elements becomes the product of �nding the two particles there
irrespective of each other and the RDF approaches one.

5.3.2 Estimating absorption spectra

In the RASSCF treatment of the QM-region a RASSI matrix is calculated in
each MC-step. The eigenstate of this matrix with the lowest energy is our
ground state and its eigenvalue is the ground state energy of the QM-region.
The next eigenstates are excited states in our RASSI-basis in exactly the same
environment as the ground state, whereof the �rst �ve corresponds to di�erent
permutations of the nine electrons in the d-orbitals. These states are orthogonal
to the ground state and are estimates to the real excited states. A physical
excitation would have given a wavefunction for the entire system orthogonal to
the ground state, but since we only have electronic �exibility in the QM-region
the best approximation is a state which is orthogonal here.

An excitation is called vertical when the positions of the nuclei are constant and
the electronic degrees of freedom are allowed to relax. In QMSTAT this could
have been mimicked by solving the Schrödinger equation and the polarization
equations for water in an excited state. This was attempted for all the sampled
con�gurations in the simulations with Cu2+, but failed because of divergence in
the polarization equations for water for some con�gurations. A second attempt
was made by just calculating the �rst �ve eigenvalues of the RASSI matrix. It
was seen that in the cases that did converge, the di�erence between this method
and the one where the dipoles of water was allowed to relax was neglectable.

In each of the sampled con�gurations, we calculate the energy di�erence between
the ground state and the �rst four excited states. Then a histogram is made
with the density of energy gaps and this is called density of states and is taken
an estimate to the absorption spectrum.

It should be noted here that the transition dipole moment for a d → d transition
is exactly zero for pure d-states and therefore no transition will occur [11].
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Nevertheless, when we place the system in the asymmetric environment like
the explicit water molecules, the external �eld could give rise to a non-zero
transition dipole moment. These have not been calculated in this report but
would be needed for a better estimate of the spectrum.
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Chapter 6

Results

6.1 Supermolecular calculations

6.1.1 Mg2+ and one water molecule

The MP2 and SCF potentials calculated for Mg2+ and a water molecule are
shown in �gure 6.1. It can be seen from the �gure that the potential becomes
less attractive when electron correlation is introduced with MP2. The reason
why this happens is believed to be stemming from the fact that the dipole
moment for water is larger in a SCF description than in MP2, which gives a
more attractive potential.

Figure 6.1: The MP2 and SCF potential of Mg2+-OH2.
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6.1.2 Ca2+ and one water molecule

The MP2 and SCF potentials calculated for Ca2+ and a water molecule are
shown in �gure 6.2. The same e�ect is seen here as for Mg2+, the association
energy is higher when introducing electron correlation using MP2. We also see
that the potential minimum is not as close nor as deep as for Mg2+. Both these
e�ects are expected because of the larger size of Ca2+, which is a consequence
of the 3s and 3p electrons present in Ca2+ but not in Mg2+. It is also seen that
on distances further away than 3 Å, the potentials are almost identical for the
two ions, this because the dominating part in the potential is that between a
positive charge of 2 and the dipole of water.

Figure 6.2: The MP2 and SCF potential of Ca2+-OH2.

6.1.3 Sr2+ and one water molecule

The MP2 and SCF potentials calculated for Sr2+ and a water molecule are
shown in �gure 6.3. We see now that the MP2 association energy is larger
than the SCF, but still it lies above at long distances. The e�ect of a larger
dipole moment in the SCF-treatment is still seen on long distances, but this
e�ect is cumbered by the stabilizing electron correlation e�ect from MP2 at
short distances when the charge distributions are highly overlapping. We also
see that the trend started when going from Mg2+ to Ca 2+ is continued when
moving another row down in the periodic system. The
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Figure 6.3: The MP2 and SCF potential of Sr2+-OH2.

6.1.4 Cu2+ and one water molecule

The CASSCF and CASPT2 potentials of Cu2+ and water are shown in �gure 6.4.
It is seen here that the interaction energy between Cu2+ is almost the double of
what is seen for Calcium. This is due to the higher charge of the copper core and
the fact that all the electrons are still in the third shell. This gives a smaller
radius and thus a larger electrostatic interaction. In addition to this, Cu2+

has the hole in the 3d-shell. This will be located along the Cu-O axis, hereby
the exchange repulsion and allows for the water molecule to approach closer to
the ion. We also see by the di�erence in the potential between CASPT2 and
CASSCF that a signi�cant part of the potential is due to electron correlation,
a term that is not included in the QMSTAT model.

6.1.5 Cu2+ and six water molecules

The results from the CASPT2-calculation is shown in �gure 6.5. The Jahn-Teller
distortion of the supermolecule is seen by the energy surface. No minimum is
found with six equal Cu-O distances; instead the complex can relax by either
elongating or compressing the axial waters. It is also seen that the minimum
with four close oxygens is lower in energy, and apparently includes a broader
range of states than what is found for two close oxygens. This should indicate
that if Cu2+ is hexacoordinated it would adopt a 4+2 con�rmation. The energy
di�erence however, is only 0.1 eV or approximately 4 kT, meaning that entropic
e�ects can have an important e�ect on the equilibrium structure. Because
distant water molecules have more rotational freedom than water molecules
trapped closer to Cu2+ one would expect that the 2+4 structure would be

34



CHAPTER 6. RESULTS

Figure 6.4: The CASSCF and CASPT2 potential of Cu2+-OH2.

entropically favored compared to the 4+2 structure. This e�ect can be on the
order of magnitude of the energy di�erence between the two structures.

Figure 6.5: Energy surface for [Cu(H2O)6]2+, calculated on the CASPT2 level
with D2h-symmetry. Every contour line represents an energy di�erence of 0.05 eV
(kbT = 0.026 eV). The energy has been evaluated in the blue points and linearly
interpolated between these.
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6.2 QMSTAT potentials

6.2.1 Mg2+ and one water molecule

In �gure 6.6 the potential used in the QMSTAT simulations is shown together
with the MP2 potential. It can be seen that the QMSTAT potential without
exchange repulsion added, goes toward minus in�nity at short distances. When
the HS2-exchange repulsion term with an optimized d coe�cient is added to
the Hamiltonian, the potential is well described from the energy minimum and
out, but closer than this it is not repulsive enough. This is expected since the
assumption that the exchange repulsion is proportional to the overlap squared,
only holds when the overlap is small. With the last repulsive, scalar term added,
the MP2 potential curve is nicely described. The QMSTAT potential, however,
is slightly higher in energy than the MP2 potential at distances between 2 and
3 Å. This is an e�ect seen even without the exchange repulsion terms added,
meaning that it can not be improved by altering these parameters. Neverthe-
less, the di�erence is small, but it indicates a problem with the electrostatic
description in QMSTAT. Since we in QMSTAT use only an SCF description
of the water molecules we have not included electron correlation and thus the
potential will more strongly resemble that of the SCF-calculations.

Figure 6.6: The QMSTAT energy surface of Mg2+ and a water molecule.

6.2.2 Ca2+ and one water molecule

In �gure 6.7 the potential used in the QMSTAT simulations is shown together
with the MP2 potential. Also here the QMSTAT potential is slightly higher
that the MP2 potential, but less so than for Mg2+. It is also seen that the
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QMSTAT curve for Ca2+ gives a better �t to the MP2 potential.

Figure 6.7: The QMSTAT energy surface of Ca2+ and a water molecule.

6.2.3 Sr2+ and one water molecule

In �gure 6.8 the potential used in the QMSTAT simulations is shown together
with the MP2 potential. Here we see that we have an almost perfect �t with
the calculated potential. The reason for this could be related to the fact that
the SCF and MP2 curves for Sr are more similar than what is seen for the other
ions, meaning that our treatment without electron correlation is better in this
case.

6.2.4 Cu2+ and one water molecule

The 5-state basis functions The QMSTAT potential for a water molecule
and Cu2+ is shown in �gure 6.9. What is seen here is that even without the
added exchange repulsion the QMSTAT potential is to high at distances outside
the minimum. The e�ect here is larger than for Mg and it is likely that it
is necessary to include more than the 5 RASSI states here included to get a
su�cient description of the ion.

Polarizable basis functions

When the polarizability is added more of the potential curve is described as
shown in �gure 6.10, but the QMSTAT-potential is still above the CASPT2-
potential, but less than what is the case with the 5-state basis functions.
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Figure 6.8: The QMSTAT energy surface of Sr2+ and a water molecule.

Figure 6.9: The QMSTAT energy surface of Cu2+ and a water molecule using the
5 states basis functions
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Single state basis functions

This potential is the one that gives the best �t to the supermolecular CASPT2
curve. Still it is seen that we have an overestimation of the energy down to the
minimum. It is believed that this overestimation stems from what is termed
charge transfer. In the CASPT2 calculations we see that some of the orbitals
on water mix signi�cantly with the ones on the ion. There is also some transfer
of negative charge from the water molecules to Cu. From a chemical point of
view this is the onset of a covalent bond between the species and is not possible
to model with the current QMSTAT potential.
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Figure 6.10: The QMSTAT energy surface of Cu2+ and a water molecule using
the polarizable basis functions

Figure 6.11: The QMSTAT energy surface of Cu2+ and a water molecule using
the singel state basis functions.
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6.2.5 Cu2+ and six water molecules

The 5-state basis functions

In �gure 6.12 the QMSTAT potential obtained for the same con�guration as in
�gure 6.5. We see that the potential for the 2+4 con�guration gives a reasonable
location of the distance to two innermost oxygens, whereas the location of the
next four is too far away from the ion compared to the CASPT2 potential in
�gure 6.5. In the 4+2 con�guration all the water molecules are located too far
away from the ion compared to the CASPT2 potential.

Figure 6.12: The QMSTAT energy surface of Cu2+ and six water molecules using
the 5 states basis functions. Every contour line represents an energy di�erence of
0.05 eV (kbT = 0.026 eV). The energy has been evaluated in the blue points and
linearly interpolated between these.

Polarizable basis functions

It can be seen that for the polarizable basis function, the potential shown in
�gure 6.13 is generally too repulsive. The energy minima are located too far
away from the ion. This can to some extent be corrected for by reducing the S2
and S6 parameters. This will however lead to poorer results for the potential
curve with one water molecule and less certainty regarding the potential in other
environment.

Single state basis functions

In �gure 6.14 the energy curve for Cu2+ and six water molecules is plotted.
We see that the agreement here with the CASPT2 curve is much better than
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what is observed with the other potentials. Then it is also natural to believe
that these basis functions will give the best results for the structure of the
coordinated complex. There are, however, still some parts of the potential that
are not properly described. The di�erence in energy between the 4+2 and 2+4
structures is only half that observed for the CASPT2 curve. If we then had
observed a 4+2 structure we could be quite certain that this was the actual
structure since it is disfavored in our description, however if we get a 2+4
structure it is not as easy to draw conclusions since our potential arti�cially
favors this con�guration.
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Figure 6.13: The QMSTAT energy surface of Cu2+ and six water molecules using
the polarizable basis functions. Every contour line represents an energy di�erence
of 0.05 eV (kbT = 0.026 eV). The energy has been evaluated in the blue points and
linearly interpolated between these.

Figure 6.14: The QMSTAT energy surface of Cu2+ and six water molecules using
the single state basis functions. Every contour line represents an energy di�erence
of 0.05 eV (kbT = 0.026 eV). The energy has been evaluated in the blue points and
linearly interpolated between these.
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6.3 Simulations

6.3.1 Mg2+ in water

The simulations with magnesium were started from three di�erent con�gura-
tions from a simulation run with copper. At the starting point the ion was
pentacoordinated, but in all simulations there was a change to hexacoordina-
tion before 50,000 MC-steps had passed. The simulations were run for a total
of 1,000,000 steps and no further change of con�guration was found during this
time for any of the simulations. The average RDF for the three simulations
(MC-step 100,000 - 1.000,000) is shown in �gure 6.15. A maximum in the dis-
tribution is found at 2.12 Å and the integrated curve shows that there are six
waters in the �rst coordination shell. We also observe that the RDF drops to
zero after the �rst coordination shell. This is because no change of coordina-
tion is observed except for the one from penta to hexacoordination which is not
included when calculating the RDF. A snapshot of the structure of the water
molecules around the magnesium ion is octahedral as can be seen in �gure 6.16.

Figure 6.15: The Mg-O radial distribution function for Mg2+ in water taken as an
average of three simulations, each lasting 900,000 MC-steps.
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Figure 6.16: A snapshot of the �rst coordination shell of Mg2+ in water in a
QMSTAT simulation. To illustrate the octahedral structure, oxygen atoms closer
than 3.5 Å from each other are connected with red bonds. The �gure is made using
Visual Molecular Dynamics (VMD) [68].
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6.3.2 Ca2+ in water

Three simulations were also run with calcium, all starting from di�erent hex-
acoordinated structures found in a copper simulation. Two of the simulations
showed nearly identical behavior, alternating between hexa and heptacoordina-
tion, whereas the third remarked itself by having up to nine water molecules
in the �rst coordination shell and after 1.5 million steps the polarization equa-
tions for water did not converge and the simulation aborted. The energies of
the three simulations are seen in �gure 6.17. It is seen here that two of the
three simulations have on average the same energy, whereas the third is start-
ing approximately 3 eV lower than the others and remains there for 600,000
MC steps before the energy starts to decrease rapidly. When the simulations
were studied in detail, it was seen that the ion in parallel 2 had wandered out
on the boundary of the cavity. A new simulation was started from the same
starting con�guration as parallel 2 where the spring constant was increased by
150 %. This time the simulation went on as the two other parallels and the
Ca-ion slowly returned to origin. An increase of the spring constant will reduce
the dynamics of the system but will not change the statistics as the number of
MC-steps goes to in�nity.

The two other simulations were run for three million steps. In �gure 6.19 and
6.20 the distance to the closest water molecules in the two simulations are plot-
ted. They are both started from a hexacoordinated con�guration. Parallel 1
stays in this con�guration for the �rst 300,000 steps before it adopts a hepta-
coordination and mainly remains here for the rest of the simulation, but with
several instances of both eight and six water molecules in the �rst coordina-
tion shell. The third simulation leaves the hexacoordinated state immediately
and it seems that also here is there a preference for the heptacoordianted state
with some instances of a single water molecule either entering or leaving the
�rst coordination shell. The Ca-O RDF for the two simulations that converged
is shown in �gure 6.18. It has a �rst peak with maximum at 2.50 Å which
integrates to 6.9 oxygen atoms.

It is slightly disturbing that if parallel 2 had been simulated alone for 600,000
MC steps, there would not have been any signs in the energy that something
was going wrong. The water coordination structure around the ion was slightly
di�erent than the two other parallels with a second coordination shell closer
to the ion, but the coordination still seemed reasonable, had it been the only
simulations run.
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Figure 6.17: Energy for three parallel simulations of Ca2+ in water. Parallel 2
aborted after 1.5 million MC-steps because the polarization equations for water did
not converge. It was then found that the ion had wandered out to the boundary of
the cavity.

Figure 6.18: The Ca-O RDF for the simulations of Ca2+ in water. It is calculated
as the average of two parallels (Parallel 1 and 3 in �gure 6.17), each run for 3 · 106

MC-steps.
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Figure 6.19: The distance from Ca2+ to the nine closest oxygen atoms in a QM-
STAT simulation (Paralell 1 in �gure 6.17) lasting 3 · 106 MC-steps.

Figure 6.20: The distance from Ca2+ to the nine closest oxygen atoms in a QM-
STAT simulation (Paralell 3 in �gure 6.17) lasting 3 · 106 MC-steps.
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Figure 6.21: A snapshot of the �rst coordination shell of Ca2+ in water in a
QMSTAT simulation. This is the heptacoordinated structure. A hexacoordinated
structure was also observed similar to that for Mg2+ in �gure 6.16. To illustrate
the structure, oxygen atoms closer than 3.5 Å from each other are connected with
red bonds. The �gure is made using Visual Molecular Dynamics (VMD) [68].
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6.3.3 Sr2+ in water

Three parallel simulations were performed with Sr. It was experienced that the
calculations behaved strangely when run with a too large basis set. The water
molecules were concentrated on one side of the ion which led to a large dipole
moment in the QM-region. When the number of basis functions was reduced
these problems were no longer observed and three simulations were run for
1,000,000 MC steps each. The simulations with Sr2+ were the most dynamical
of the once performed in this work as can be seen in �gure 6.22 where the closest
oxygen atoms to the ions during a simulation is plotted. This is believed to be
because Sr2+ is the softest ion does not interact as strongly with water as the
other more compact and harder ions. The radial distribution function for the
three simulations is shown in �gure 6.23 and shows a peak at 2.60 Å, which
integrated gives 8 water molecules in agreement with XD- data.

Figure 6.22: The distance from Sr2+ to the twelve closest oxygen atoms in a
QMSTAT simulation lasting 1, 000, 000 MC-steps.
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Figure 6.23: The radial distribution function from the simulations with Sr2+. The
distribution is taken as an average of three simulations, each lasting 1,000,000 MC-
steps.
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6.3.4 Cu2+ in water

For Cu2+ we had three di�erent set of basis functions, whereof only one, the
single state basis functions had the desired �exibility to be able to correctly
reproduce the potential surface of copper + 1 water and copper + 6 water.
Nevertheless, simulations were run also with the other potentials and the results
are summarized here.

5 state basis functions For the 5 state basis function, a simulation lasting
for 550,000 MC-steps was performed. During this time, both �ve and six water
molecules were observed in the �rst coordination shell. It can be seen from the
RDF in �gure 6.24 that we have two clear peaks, the �rst one consisting of two
water molecules at 1.96 Å and the second one at 2.45 Å containing between three
and four water molecules. We also see in �gure 6.25 that there is a change in
coordination between �ve and six during the simulation and that there is a clear
di�erence between the inner two water molecules and the next shell consisting
of partly three, partly four water molecules. When we compare the results from
the simulation with the supermolecular potential in �gure 6.9, we see that when
the ion is hexacoordinated it has a structure closely resembling the minimum
energy structure with two axial oxygens at 2.05 Å and four equatorial oxygens
at 2.4 Å, but since the QMSTAT-potential did not reproduce the CASPT2
potential this does not indicate that this is the true coordination structure of
Cu2+.

When the spectrum is estimated as described in section 5.3.2 we get the den-
sity of states shown in �gure 6.26. This is in almost perfect agreement with
the experimental spectrum, �gure 4.1. The fact that this happens is probably
that even though the description of the ground state is �awfull, we observe a
cancellation of errors since the �rst exited state is equally bad described.
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Figure 6.24: The Cu-O RDF for a QMSTAT simulation lasting for 550.000 MC-
steps with the 5 states basis functions.

Figure 6.25: The distance from Cu2+ to the eight closest oxygen atoms in a QM-
STAT simulation using the 5-states basis functions lasting 550, 000 MC-steps.
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Figure 6.26: The spectrum estimated as described in section 5.3.2 with the 5-states
basis functions. Taken from a simulation lasting 550, 000 MC-steps.
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Polarizable basis functions Three simulations were run with the polarizable
basis functions, all ended up in the classical elongated octahedral structure. The
radial distribution function for the average of the three simulations is shown in
�gure 6.27. The �rst peak at 2.12 Å represents four water molecules and the
shoulder lying between 2.3 and 2.4 Å contains the other two. The distance to
the closest oxygens is too long, previous calculations and experimental data have
reported this distance to be slightly less than 2 Å and we get 2.12 Å. This is also
re�ected in the supermolecular potential used, shown in �gure 6.13 which is too
repulsive at short distances. The plot of the closest water molecules is shown for
one of the parallels in �gure 6.28. No change of coordination is observed during
the simulation and a small gap is seen between the four innermost oxygen atoms
and the succeeding two. The estimated spectrum from the simulations using
the given basis is shown in �gure 6.29. It is seen that it is to low in energy
compared to the experimental spectrum. This might stem from the fact that
the oxygens are located too far away from the ion and that the splitting of the
d-orbitals because of the ligands now is less pronounced.

Figure 6.27: The radial distribution function with the polarizable basis functions.
The distribution is taken as an average over three simulations, each lasting 500,000
MC steps.
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Figure 6.28: The distance from Cu2+ to the eight closest oxygen atoms in a QM-
STAT simulation using the polarizable basis functions lasting 500, 000 MC-steps.

Figure 6.29: The spectrum estimated as described in section 5.3.2 with the polar-
izable basis functions. The spectrum is taken as an average over three simulations,
each lasting 500,000 MC steps.
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Single state basis functions For the single state basis functions, three sim-
ulations were run, each lasting for 600,000 MC-steps. The average radial distri-
bution function for the three simulations is shown in �gure 6.30. We see here
a clear �rst peak at 1.96 Å and a shoulder at 2.1 -2.2 Å. From one of the sim-
ulations a plot of the eight closest water molecules is shown in �gure 6.31. As
seen there is no change in coordination during this simulation, but there are
many transitions where there occur change in coordination between the com-
pressed and the elongated octahedral structure. Which water molecules that
are included in the innermost peak in the radial distribution function, are also
constantly changing.

In the QMSTAT potential pictured in �gure 6.14 the lowest minimum is for the
elongated octahedron in accordance with the classical picture of Cu2+. However,
during the simulations it is often observed that the coordination takes the form
of a compressed octahedron. To investigate whether this shift in structure oc-
curred because of e�ects from the second coordination shell or whether the e�ect
was entropic in nature, we also ran a simulation with only six water molecules
present for 200,000 MC-steps. The structure then found is shown in �gure
6.34. It is seen here that two water molecules are clearly nearer the positive ion
than the four others. This e�ect was much more pronounced when running the
simulation with only six water molecules than with 100 water molecules. The
entropic stabilization is also larger in the case where only six water molecules
are present, since the rotational freedom for water molecules further from the
core here is larger than if a second coordination shell is present.

The estimated spectrum from these simulations is given in �gure 6.32. We
see that the energy is red-shifted signi�cantly compared to the experimental
absorption spectrum, �gure 4.1. This is likely to be because our description of
the excited states is insu�cient.
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Figure 6.30: The radial distribution function from the simulation with Cu2+ using
the single state basis functions. The distribution is taken as an average of three
simulations, each lasting 600,000 MC-steps.

Figure 6.31: The distance from Cu2+ to the eight closest oxygen atoms in a QM-
STAT simulation using the single state basis functions lasting 600, 000 MC-steps.
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Figure 6.32: The spectrum estimated as described in section 5.3.2 with the Single
state basis functions. The spectrum is estimated from an average of three simula-
tions, each lasting 600,000 MC-steps.

Figure 6.33: A snapshot of the �rst coordination shell of Cu2+ in water in a
QMSTAT simulation using the single state basis function. The structure here is
hexecoordinated, slightly compressed. To illustrate the structure, oxygen atoms
closer than 3.5 Å from each other are connected with red bonds. The �gure is
made using Visual Molecular Dynamics (VMD) [68].
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Figure 6.34: Simulation run with only sixwater molecule and a Cu2+ ion. The dots
are the location of the oxygens relative to the ion taken in every 100th MC-step
over a total of 30,000 MC-steps. The color is the distance from origin [Å]. It can
clearly be seen that two of the water molecules are located closer (bluer) than the
other four.
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Discussion

7.1 Quality of the results

For the four simulated ions we get results for both the coordination number
and the ion oxygen distance that are in agreement with previously reported
experimental and theoretical work, but since no absolute consensus regarding
the coordination structure of the ions exists, it is still hard to state what the
correct answer should look like. What can be said, is that the models used
for the ions and the ion- water interaction in these simulations are based solely
on quantum mechanical data and are able to reproduce energy curves from
supermolecular calculations. In addition the simulations are run long enough
to observe several changes in coordination for the ions, which would indicate
that the statistics has converged. This combined makes the QMSTAT approach
promising for determining coordination structures. The cost in computational
resources is an order of magnitude less than for QM/MM simulations.

7.2 The coordination of Mg2+

For magnesium experiments, QM/MM and MD simulations seems to agree on
a six-coordinated structure. This is also the smallest ion with the least elec-
tronic �exibility of the ones we have studied, and thus where the polarization
of the ion plays the least important role and where MD simulations with water
polarizability would be expected to give reasonable results. In our simulations
we also get a six-coordination with the �rst peak in the RDF at 2.12 Å. This
is in agreement with ND data (2.10 Å) and QM/MM simulations (2.12 Å). Be-
cause of the hard structure of the ion it is commonly believed that it is well
described by the ground state and the choice of basis functions will thus not
heavily in�uence the results.
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7.3 The coordination of Ca2+

There is more dispute over the coordination structure of calcium than over that
of magnesium. ND experiments have reported from 6 to 10 water molecules in
the �rst coordination shell and the �rst peak in the RDF from 2.39 - 2.46 Å.
QM/MM simulations report a CN between 7.6 and 8.3 with a shortest distance
between 2.45 and 2.50 Å. In the QMSTAT simulations we observe 2.50 Å with
between 6 and 8 water molecules in the �rst coordination shell. One reason for
the dispute on coordination number is naturally that there is no de�nite CN,
but it �uctuates in time. This is consistent with our results and the fact that
we see more changes of coordination structure with calcium than for any of the
other ions.

7.4 The coordination of Sr2+

For Sr2+ we get a structure with eight water molecules in the �rst coordina-
tion shell, but where short transitions occurs with either seven or nine water
molecules occurs. The �rst peak in our RDF is located at 2.60 Å. This is in
agreement with the scarce experimental data that shows a octocoordination
with the �rst peak in the RDF at 2.62 Å.

7.5 The coordination of Cu2+

The ion is commonly believed to be hexacoordinated with an elongated octahe-
dral structure. We also �nd in supermolecular CASPT2 calculations that this
is the minimum energy structure consistent with previous results with CISD
calculations of the ion and six water molecules. On the other hand, we �nd
that when we used a potential with the elongated octahedral as the minimum
energy structure (the single state basis functions), and run a simulation using
only six water molecules, we end up in compressed octahedral structure. This
illustrates an important point. The energy di�erence between di�erent minima
can in coordination chemistry in some cases be small enough to let entropic
e�ects push the complex from the global energy minimum structure to another
free energy minimum. The four water molecules close to the ion have less ro-
tational and translational freedom and this makes the structure with only two
water molecules at short distances entropically favored.

When simulations are run, using the same potential and 100 water molecules, we
observe dominantly the classical elongated octahedral structure, where the water
molecules that are closest to Cu2+ are constantly changing and where transition
structures that are in the compressed octahedral structure are observed.

It is seen from the CASPT2 calculations on Cu2+ (�gure 6.5) that the energy
valley that governs the transition between an elongated and compressed octa-
hedron is shallow and broad with an energy di�erence between the two minima
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of approximately 1% of the total water ion interaction energy. This may ex-
plain the �uctuating results from ND experiments. In a elongated structure
with the four closest oxygens at 1.96 Å, the two more distant waters may move
between 2.2 and 2.5 Å, almost without changing the complex' energy. The
complex structure will then be very dependent on other ions in the system and
the exact experimental conditions, leading to di�ering results found by di�erent
experimentalists.

7.6 The absorption spectrum of Cu2+

The spectrum for copper as we estimate it is approximately 0.5 eV too low in
energy compared to the experimental spectrum in �gure 4.1. Since the ground
states structure seems to give a good description of the energy surface found
using CASPT2, it seems likely that our description of the excited states is inad-
equate. One possible way to calculate the spectrum is to take some structures
obtained during the simulations and calculate the energy of the few �rst excited
states in these con�gurations. This has not been done in this work, but would
be a natural way to check whether the con�gurations found are plausible or not.
Including all water molecules in a Quantum Mechanical calculation may be too
computationally expensive, but two shells of water on the CASSCF level should
be possible at the present level.

7.7 The QMSTAT approach

7.7.1 Partly covalent character

In the physical world there is no strict barrier between intramolecular and inter-
molecular interactions. In the QMSTAT model, on the other hand, the system
is divided into molecules and the interactions within these groups are of one
kind, whereas the interaction between these groups in modeled in another way.
The most critical example of where this description fails to include all e�ects is
the interaction between the central ion and the closest water molecules. There
is a double positive charge on a relative small ion and the electrons of water
will have a tendency to be transferred to the ion. The electron is no longer
completely located on water and a covalent bond will start to form. This is
seen in the supermolecular quantum mechanical calculations where a signi�cant
transfer of charge, from the surrounding water molecules to the ion. This e�ect
is not only caused by the forming of a covalent bond, but is also caused by Basis
Set Superposition Error, BSSE. Since we use a �nite basis set for our molecules,
the water molecules would have been able to reduce their energy by using the
ionic orbitals, also without the positive charge located there. We correct for the
energy in this interaction with the counterpoise method but we do not have a
measure of how much electronic density on the ion is caused by the BSSE.
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7.7.2 The electric interaction

It is seen from the interaction potentials between water and a dipositive ion
that the potential in QMSTAT is not as attractive as the one calculated using
MP2. One possible reason for this is the parameterization of the NEMO water
model. When this modeled was developed the SCF dipole moment was used
to determine the charges on the atomic centers and the polarizability [37]. The
dipole moment in an SCF calculation is higher and the polrizability lower in
a SCF calculation than when including electron correlation. A cancellation of
error occurs in pure water such that the properties of water are still correctly
described. However, when we introduce a positive charge in the system, it may
be that in this strong electric �eld the lower SCF polarizability causes the net
dipole moment of water to be smaller than what it would have been in an MP2
treatment.

7.7.3 The multipole expansion

Another issue that might lead the discrepancy between the QMSTAT electric
interactions is the multicenter multipole expansion. When a water oxygen is
approaching a positive cation, it will feel less and less of the negative electric
charge from the electron cloud it as enters the electron cloud of the ion. The
e�ect is in reality a higher positive net charge and more attraction. In the QM-
STAT model however, this is not accounted for more than in a dipole expansion
of the central ion. A model incorporating these e�ects would have to calcu-
late the overlap integral over the charge distributions. This would be feasible
but would require a large revision of the QMSTAT code, but it is seen as an
important step on the way for future development of QMSTAT.

The missing charge transfer term, the low polarizability and the multipole ex-
pansion of the charges will all make the interaction energy between water and
a positive ion too low. To compensate for this the exchange repulsion has to
be reduced to reproduce the supermolecular potential. This can again lead to
problems with the supermolecular potentials and when reproducing the spectra
it will lead to a smaller change in energy between the ground state and the
�rst excited state since the di�erence in energy between these is mostly due to
exchange interaction and not much in�uenced from electrostatic interactions.
This means that this can be an important reason why the calculation of the
spectra fails for Cu.

7.7.4 Polarization catastrophes

Polarization catastrophes were obeserved for the simulations with Ca and Mg.
They were both characterized by a slow wandering of the QM-ion out on the
border of the cavity over approximately 1 million MC steps. This happened
even though the ion was anchored to the center of the cavity with a spring
potential on the form
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Uspring = kspringr
2
Ion, (7.1)

with rIon being the distance from origin to the ion and the spring constant cho-
sen to be 0.002 Hartree/Bohr2 (0.194 eV/Å2). The reason for this is believed
to be the high interaction energy between a charge and a dielectric medium.
The ion is attracted to the border of the cavity and moves here. At the bor-
der the description of the QM-region is to some degree unphysical because
of the discontinuity there. The water molecules are repelled from the dielec-
tric medium whereas the QM-region is not. It is seen that one of the water
molecules is squeezed against the discontinuity and the polarization catastro-
phe happens when the distance between the QM-region and the water molecule
becomes too short. It was seen that when increasing the spring constant to
0.005 Hartree/Bohr2 the QM-region held its position in the center of the cavity
with the same starting con�gurations as the ones where a catastrophe were ob-
served. An increased constant will not in�uence the sampling in the limit where
the number of MC steps goes toward in�nity, but will make the dynamics of the
system slower.

7.7.5 The explicit solvent model

It is common practice when simulating molecules or ions in water to include the
interaction with water as the e�ect of a dielectric continuum. Such a description
naturally has its weaknesses. Especially when there are strong electric forces
in the system as for charged species and where hydrogen bonds are present.
Such bonds will act between two explicit molecules and can not be correctly
treated if not the model incorporate them as such. The NEMO water model in
QMSTAT is a clear improvement from continuum models and includes explicit
water molecules in a way that allow quantum mechanical treatment of the cen-
tral molecule, together with an explicit model for the surrounding media in a
way that still allows longer simulations to be performed.

7.7.6 The length of the simulations

When comparing the length of these simulations with ones using MD or DFT,
one must naturally regard that no time exists in a MC simulation. If the simu-
lations goes through transition states it is possible to make an estimate of the
time extension by comparing how many times a given energy barrier has been
broken in the MC simulations and compare to how frequent such breakages are
using MD.

In a QM/MM simulation running for 14 ps, 4 occurences was seen of water
molecules either entering or leaving the �rst coordination shell of Ca2+ [52].
In the QMSTAT simulations with Ca2+ we observed twice in simulations run
for 3, 000, 000 MC-steps, 6 such changes. This means that 1, 000, 000 MC-steps
roughly corresponds to 7 ps of simulation, but such estimates should be used
with great care and are not very reliable. Also in the mentioned QM/MM
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simulation an equlibrium structure was found with a mean Ca-O distance of 2.60
Å, signi�cantly more than in other simulations and experiments. This could also
imply that the complex is arti�cially labile and the estimated exchange rate to
high, which again means that the estimated time of the QMSTAT simulation,
is too low.
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Conclusion

It is seen that the QMSTAT approach shows promise when describing the co-
ordination structure also for divalent ions. For all the four ions investigated,
we get coordination structures that are within the uncertainty limits of what
has been observed with both experimental and computational methods previ-
ously. We also get insight into the dynamic coordination structure of the ions.
Compared to average values obtainable using experimental methods, we have
a much better time resolution and compared to the short simulation times ob-
tained using QM/MM simulations, QMSTAT have the possibility to obtain true
converged statistics.

The coordination structure of Cu2+ is observed to be governed by the exact
shape of a broad valley in the energy surface. To predict with certainty the
coordination structure of this ion, will require a precise description of this energy
landscape, more exact than what is achieved using QMSTAT. It has been shown
in this report that entropic e�ects also play a major role for the structure of
this �rst coordination shell.
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