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Abstract: In the last decade, non-integer order controllers have received great attention, due
to their capacity of achieving robustness of the controlled loops with respect to gain and
parameter variations of the plant. However, despite the general interest, technical literature
offers few widely accepted and easy tuning techniques for these new controllers. To overcome
the lack of simple tuning rules, we use open-loop shaping ideas for tuning non-integer order PI
controllers of integrating plants with time delay. We illustrate the potentiality and limitation of
the proposed technique through extensive simulation. Simplicity and satisfaction of requirements
are remarkable characteristics of the method.
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1. INTRODUCTION

In recent years, an increasing number of papers deal with
applications of fractional calculus to control engineering
problems. For example, fractional order PID (FO-PID or
PIλDµ) controllers generalize classical PID by introducing
derivative and integral actions of noninteger orders λ and
µ, respectively (Podlubny (1999)). Many studies, indeed,
have shown that noninteger order controllers, commonly
known as fractional order controllers (FOC), may not only
increase closed-loop performance, enhance robustness, and
offer more design degrees of freedom, but also impact
on many industrial and mechatronic applications. Hence,
FOC have the potentiality to replace the classical PID in
a high percentage of control loops (Åström and Hägglund
(1995)).

Namely, in comparison with the classical PID, the FO-
PID are more effective for controlling plants described
by FO models (Podlubny et al. (1997), Chen (2006)). In
short, FOC must be preferred for controlling FO models.
Even for controlling integer order (IO) plants, FO-PID
provide better tuning flexibility than common PID give.
Namely, they have several adjustable parameters for sat-
isfying control requirements beyond the range of classical
PID (Caponetto et al. (2004)). According to Ma and Hori
(2004) and Ma and Hori (2007), applying FO-PID to mo-
tion control ensures robust controllers, that are realizable
with reasonable approximations. To sum up, FO-PID can
ensure a high robustness to gain and parameter variations
of the plant, that is achievable with more complex IO
controllers only (Chen (2006)).

⋆ This work is supported by the Italian Ministry of University and
Research (MIUR) under project “High-performance robust fractional
controllers for applications in industry and mechatronics”, grant no.
2009F4NZJP, and by Apulia Regional Government, Italy, under the
Research Project “Modelli Innovativi per Sistemi Meccatronici”.

Unfortunately, there exist few design and tuning tech-
niques for FO-PID, but no established methodology or
easy tuning rules, as it is for Ziegler-Nichols rules for
standard PID. So, currently the control engineering litera-
ture attempts to generalize classical design. Many authors,
indeed, develop simple tuning methods by starting with
traditional setting procedures. For example, Caponetto
et al. (2004) apply the classical frequency domain design to
FO-PID and Narang et al. (2010) generalize the approach
of Barbosa et al. (2004) for designing classical PID. Maione
and Lino (2007) generalize the popular Symmetrical Opti-
mum approach to FO-PI tuning for position servo systems.
For implementing a two-inertia speed control, Ma and Hori
(2004) preliminarily apply a classical tuning procedure
and then improve the design with a fractional controller.
Analogously, Barbosa et al. (2008) use the Ziegler-Nichols
rule to the conventional controller of a velocity servo and
then adjust the fractional order settings of a FO-PID.

To obtain the FO-PID settings, other authors apply opti-
mization approaches or minimize integral of squared error
(ISE) or integral of time-weighted absolute error (ITAE)
performance indexes. For example, for controlling a dc-
motor with an elastic shaft, Chen (2006) searches the best
FO-PID parameters by using a routine that minimizes the
ISE and the ITAE indexes and constrains the maximum
torque. Analogously, for tuning the controller of a servo,
Monje et al. (2004a) apply an iterative technique that
minimizes a nonlinear function subject to some given non-
linear constraints. Also the approach followed by Bettou
and Charef (2010), Charef et al. (1992) minimizes the
ISE criterion to get the parameter settings. Finally, Cao
and Cao (2006) apply the Particle Swarm Optimization
(PSO) to the ITAE criterion to determine the tuning
of a controller for a first-order with an integrator plant.
Even if other authors put forward similar proposals, these
optimization approaches do not possess the simplicity of
IO-PID.
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In this paper, we propose a simple and systematic ap-
proach for tuning FO-PI of dc-motor position servosys-
tems. As many authors, e.g. Barbosa et al. (2004), Monje
et al. (2004a), Monje et al. (2004b), we refer to loop
shaping procedure for achieving stated frequency domain
specifications and ensuring robustness to gain changes.
However, to tune a FO-PI, we avoid complex non lin-
ear minimization algorithms, GA (genetic algorithms) or
PSO based techniques. Namely, we develop simple closed
formulas, directly relating performance specifications to
the fractional order ν and to the remaining controller
parameters.

We model the plant by an integrator, a first-order lag, and
a time delay. However, we start by considering the plant
with no delay. We first request good tracking performance
in a significant frequency range and robust stability to
parameter changes, with an almost constant phase margin
in a sufficiently wide frequency range around the gain
crossover frequency. These requirements are satisfied by
appropriately shaping the open-loop frequency response.
By the proposed method, we easily obtain the tuned values
of parameters KP and KI (or KI and TC), and the order
ν, that satisfy the required design specifications.

Then, we analyze how to extend the tuning method to
take into account the effect of time delays in the control
loop. Delays may be intrinsic to the controlled plant
or originated by the propagation of signals in the loop.
Therefore, the plant model takes into account a pure time
delay LE . Clearly, this parameter affects the phase of
the open-loop transfer function, so that the phase margin
specification requires updating the former tuning rules.

The paper is organized as follows. Section 2 reviews some
fundamental notions about fractional calculus and FOC.
Section 3 introduces the proposed tuning approach and
extends it when the plant has an inner deadtime. Section
4 provides simulation results. Finally, Section 5 concludes
the paper.

2. FUNDAMENTALS OF FRACTIONAL SYSTEMS
AND CONTROLLERS

Historically, factional calculus is dated back to three
centuries ago, namely to a famous exchange of letters
between Leibniz and de L’Hôpital. Main mathematical
studies originated from Riemann-Liouville definition of the
fractional integral operator. Nowadays, the mathematical
literature offers many different definitions of fractional
derivatives and integrals. Another well-known one is by
Grünwald-Letnikov. We refer to the Caputo’s definition
(Caputo (1967)) of the fractional derivative of order ν of
a function f(t):

0D
ν
t f(t) =

1

Γ(n− ν)

∫ t

0

(t− τ)n−ν−1 f(τ) dτ (1)

where n − 1 < ν < n, n is an integer and Γ(·) is the
Euler gamma function. Namely, the Caputo’s definition is
preferred here because its Laplace transform is given by:

L {0Dν
t f(t)} = sν F (s)− Σn−1

k=0 f
k(0) sν−k−1 (2)

where the commonly used initial conditions appear. On the
contrary, the Riemann-Liouville definition leads to initial
conditions that do not have obvious physical interpreta-
tion. In (2), for f (k)(0) = 0, k = 0, 1, . . . , (n− 1), it holds:

L {0Dν
t f(t)} = sν f(s). Even if (2) makes evident the

meaning and potentialities of fractional order operators in
applications, some difficulties arise because sν is irrational.

More specifically, to realize a FOC, we need to approxi-
mate the differintegral irrational operator sν . There exist
many rational approximations (see references in Maione
(2009)). Here, we refer to an efficient one that can be
obtained after truncating a continued fraction expansion
(see Maione (2008)):

sν ≈ αN (ν, s)

βN (ν, s)
(3)

where the denominator and numerator are both N -degree
polynomials, with N ≥ 1, whose coefficients depend on ν.
More precisely:

αN (ν, s) = αN0(ν)s
N + αN1(ν)s

N−1 + . . .+ αNN (ν) (4)

βN (ν, s) = βN0(ν)s
N + βN1(ν)s

N−1 + . . .+ βNN (ν) (5)

More specifically, the coefficients of αN (ν, s) are deter-
mined by:

αNj(ν) = (−1)j B(N, j) (ν + j + 1)(N−j) (ν −N)(j) (6)

where B(N, j) = N !
j!(N−j)! , for j = 0, ..., N , are binomial

coefficients and:

(ν + j + 1)(N−j) = (ν + j + 1)(ν + j + 2) · · · (ν +N) (7)

(ν −N)(j) = (ν −N)(ν −N + 1) · · · (ν −N + j − 1) (8)

define the the Pochammer functions, with (ν+N+1)(0) =
1 and (ν − N)(0) =1. In addition, it holds: αNj(ν) =
βN,N−j(ν).

3. THE LOOP SHAPING TUNING METHOD

We refer to a classical unitary feedback control system,
where the plant is a dc-servomotor with transfer function

Gp(s) =
KE

s (1 + TE s)
(9)

and the fractional-order PIν controller takes the form

Gc(s) = KP +
KI

sν
=

KI

sν
(1 + TC sν) (10)

with TC = KP /KI and the fractional order 0 < ν < 1. The
open-loop frequency response given by G(s) = Gc(s)Gp(s)
is then:

G(jω) =
KE KI {1 + ων TC [cos(θ̂) + j sin(θ̂)]}
ω(1+ν) {cos(ϑ) + j sin(ϑ)} (1 + j ω TE)

(11)

where ϑ = 0.5 (1 + ν)π and θ̂ = 0.5 ν π. Moreover,
introducing the non-dimensional frequency u = ω TE leads
to:

G(ju) =
KE KI

{
1 +

(
u
TE

)ν

TC [cos(θ̂) + j sin(θ̂)]}(
u
TE

)(1+ν)

[cos(ϑ) + j sin(ϑ)] (1 + ju)

.

(12)

If we consider the closed-loop transfer function

F (ju) =
1

1 +G−1(ju)
(13)

then applying the requirement |F (ju)| ≡ 1 states a perfect
input-output tracking, namely y(ju) ≡ r(ju). Of course,
physical systems can only approximate this condition, in
a limited bandwidth uB = ωB TE .
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To obtain a stable performance despite changes in drive
parameters, we ensure stability margins by appropriately
shaping the open-loop frequency response around the
crossover frequency. To this aim, we take advantage of the
fractional integrator, which shows a “flat” phase diagram
in a wide frequency interval and a magnitude diagram with
fractional slope of −20 ν dB/decade. More specifically, the
values of TC and ν are selected to obtain a desired phase
margin PMs, which is held constant in a wide interval
around the 0-dB crossover frequency uC .

The tuning procedure first considers the demand of a
bandwidth uB ensuring a good tracking response of the
servosystem. Once we have fixed uB , at the same time we
get a good estimation of the 0-dB crossover frequency uC

as a value belonging to the range
[
uB

1.3 ,
uB

1.7

]
(see Lurie and

Enright (2000), Maciejowski (1989)). Hence, if we assume,
for instance, uC = uB

1.7 , then we have the value of the
frequency around which to guarantee a specified phase
margin, say PMs, in a wide range of frequencies around
uC . With this consideration in mind, we begin to guarantee
the requested PMs. If we consider the phase of the open-

loop transfer function (12), we can write, with S = sin(θ̂)

and C = cos(θ̂):

∠G(ju) = tan−1


(

u
TE

)ν

TC S

1 +
(

u
TE

)ν

TC C

− tan−1(u)− ϑ.

(14)

Then, by using u = uC , the definition of phase margin
gives:

PM = π + arg{G(juC)}
= φ1(uC)− φ2(uC) + 0.5 (1− ν)π. (15)

where φ1(u) and φ2(u) are the first and second arguments
in (14), respectively. Now, if φ1(uC) = φ2(uC), then

PM = PMs = 0.5 (1− ν)π. (16)

If there exists an appropriate parameter value TC = TC

leading to φ1(uC) = φ2(uC), then (16) directly relates
the fractional order, ν, and the phase margin, PM . For
TC = TC it holds:

uC =

(
uC

TE

)ν

TC S

1 +
(

uC

TE

)ν

TC C
. (17)

Equation (17) yields:

TC =
uC(

uC

TE

)ν

(S − uC C)
(18)

Now, by putting uC = uB

1.7 in (19), we can express TC in
terms of uB and ν as follows:

TC = a u
(1−ν)
B T ν

E = b u
(1−ν)
C T ν

E (19)

where:

a =
(1.7)ν

(1.7S − uB C)
(20)

b =
1

S − uC C
(21)

Note that a > 0 and b > 0 must hold true, to guarantee
TC > 0. Therefore, values of uB and of ν are limited by
this constraint.

At this point, to determine KI , let us consider the open-
loop transfer function for u = uC . The definition of gain
crossover frequency gives G(juC) = 1 e−jφC , where φC =
arg{G(juC)}. Hence, |G−1(juC)|2 = 1. Using u = ω TE

yields:

|G−1(juC)|2 = A(uC)B(uC) (22)

with

A(uC) =
1

K2
E K2

I

(
uC

TE

)2(1+ν)

and (23)

B(uC) =
1 + u2

C

1 + b
2
u2
C + 2 b uC C

. (24)

Therefore, the obvious equality A(uC)B(uC) = 1 leads to:

KI =
1

KE

(
uC

TE

)(1+ν) √
B(uC). (25)

Table 1 specifies the values of the parameters that can
be obtained with fractional orders between 0.3 and 0.6,
referring to the parameters of the example discussed in
section 4 (i.e. KE = 0.9779, TE = 0.0798 s, and uB = 0.7).

Table 1. Parameters of the PIν-controller for
the plant in section 4 as functions of the

fractional order ν, with uB = 0.7

ν PMs a b KP KI

0.3 63◦ 7.9185 11.4803 4.7858 1.6563
0.4 54◦ 2.8561 3.9268 3.6964 4.4071
0.5 45◦ 1.8439 2.4042 3.0727 7.0506
0.6 36◦ 1.4264 1.7637 2.6856 9.8982

Note that, for ν < 0.3, a < 0 and b < 0, so that the
controller can not be designed. For ν > 0.6, the phase
margin takes values that usually are considered too low
for a robustness specification.

3.1 Plant with time delay

Now we extend the proposed tuning method to plant
models with deadtime, that may be intrinsic or induced
by the propagation of signals in the loop. Hence, consider
the following plant transfer function (in non-dimensional
frequency):

Gp(ju) =
KE TE

j u (1 + j u)
e
−j

LE
TE

u
. (26)

Note that, if PMs is specified, then the stability condi-
tion requires LE < DM , where DM = PMs TE

uC
is the

delay margin, i.e. the maximum allowed time delay cor-
responding to PMs. For ν = 0.3, 0.4, 0.5, 0.6, we obtain
DM = 0.2131, 0.1827, 0.1522, 0.1218 s, respectively.

Therefore, as to how we establish the system specification,
we note that the deadtime does not influence the ampli-
tude of G(ju), whereas it affects the specification on the
stability margin. Namely, the new argument of G(ju) is:
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∠G(ju) = tan−1


(

u
TE

)ν

TC S

1 +
(

u
TE

)ν

TC C

−tan−1(u)−ϑ−LE u

TE

(27)
and leads to a new phase margin in the gain crossover
frequency uC :

PM = π + arg{G(juC)}

= φ1(uC)− φ2(uC)− LE
uC

TE
+ 0.5 (1− ν)π. (28)

If we specify the same phase margin PMs = 0.5 (1− ν)π,
then we find the value TC = TC leading to φ1(uC) −
LE

uC

TE
= φ2(uC), where φ1(u) and φ2(u) are the first

and second phase components in (27). With this value it
follows:

uC = tan(α− β) (29)

with

α = arctan


(

uC

TE

)ν

TC S

1 +
(

uC

TE

)ν

TC C

 , β = LE
uC

TE
. (30)

Then, we obtain:

TC =
uC + τ(

uC

TE

)ν

[S − uC C − τ (C + uC S)]
(31)

with τ = tan
(
LE

uC

TE

)
. Equation (31) takes the same form

of (19) by putting:

a =
(1.7)ν (uB + 1.7 τ)

uB [1.7S − uB C − τ (1.7C + uB S)]
(32)

b =
uC + τ

uC [S − uC C − τ (C + uC S)]
. (33)

Hence, with the previous procedure and the new values
(32) or (33) for a or b, (25) allows us to determine KI .
However, in this case, there exists a maximum allowed
delay ensuring a > 0 and b > 0, i.e. TC > 0. This limit
value is:

Lmax =

(
TE

uC

)
arctan

(
S − uC C

C + uC S

)
(34)

and depends on uC , then uB , for an assigned value of the
fractional order ν. Then, it must hold LE < Lmax.

Table 2. Maximum allowed delay Lmax and
values of the tuned parameters, with uB = 0.7

and LE = 0.0191 s

ν Lmax [s] PMs a b KP KI

0.3 0.0156 63◦ - - - -
0.4 0.0461 54◦ 5.9838 8.2270 4.5618 2.5960
0.5 0.0765 45◦ 2.9981 3.9091 3.7920 5.3514
0.6 0.1070 36◦ 2.1074 2.6057 3.3143 8.2683

Table 2 reports the values of Lmax corresponding to
uB = 0.7 and different values of the fractional order ν.
Moreover, the same table specifies the values of the new
tuned parameters, that are necessary to obtain the phase
margin PMs corresponding to some value of ν, if the delay
is LE = 0.0191 s. For ν ≤ 0.3, a < 0 and b < 0 because
the delay is greater than the maximum allowed value,
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Fig. 1. Bode diagrams of the open-loop compensated
transfer function G(ju) for 0.3 ≤ ν ≤ 0.6

i.e. LE > Lmax. Then, tuning can not be made, even if
LE < DM = 0.2131 s. Table 2 does not show the values for
ν ≥ 0.7, because the corresponding phase margin is usually
considered low to be assumed as a robustness specification.
A good value of PMs is, indeed, 35 or higher (Skogestad
and Postlethwaite (2005)).

4. SIMULATION TESTS

To confirm the effectiveness of the tuning method, we test
robustness to parameter variation or disturbance rejection.
The simulation tests consider two different types of per-
turbations: an external step disturbance and a change in
the time constant of the motor. The first type typically
occurs when a motor drives a robotic arm carrying a
load, which represents a constant resistance against the
arm movement. The second type of perturbation is due
to the different inertia values that can be associated to
different positions of a robotic arm. We considered three
cases, according to the maximum percentage amount of
change (10%, 20%, and 30%) with respect to the nominal
value of TE . The nominal values of the plant model are:
KE = 0.9779, TE = 0.0798 s, and LE = 0.0191 s when a
delay is considered.

4.1 Validation with no disturbance and no delay

Firstly, we consider the reference step response without
disturbances or delays. Table 1 gives the FOC parameters
and Fig. 1 shows the open-loop frequency response after
compensation by the FOC. Note how the phase margins
are equal to the specified ones. Moreover, if we use a lower
value of uB , for example uB = 0.1, uC is shifted to the left
and falls in a more centered position into the range where
the phase diagram is flat. Obviously, lower values for uB

correspond to higher rise times.

Fig. 2 shows the step response of the controlled plant
model. Table 3 indicates the performance indexes of the
step responses for 0.3 ≤ ν ≤ 0.6 so that a > 0 and b > 0,
and hence TC > 0. The overshoot (OS%) and the settling
time (ts) to 2% of the steady-state value, increase with
increasing ν. The rise time (tr) from 10% to 90% of the
final value decreases with ν. The results of OS% and tr are
motivated by the corresponding decrease in the specified
phase margin PMs = 0.5 (1− ν)π.
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Fig. 2. Step response of the PIν-controlled system with no
disturbance or delay

Table 3. Performance indexes of the step re-
sponse without disturbances or delays: OS%
(percentage overshoot), tr (rise time), ts (set-

tling time)

ν OS% tr [s] ts [s]

0.3 7.54 0.2666 0.9710
0.4 17.39 0.2432 1.2101
0.5 28.27 0.2265 1.0514
0.6 40.58 0.2198 2.0270

4.2 Validation with external disturbance

Now we analyze the disturbance rejection. We first test the
tuning method by considering an external step disturbance
(see Fig. 3).
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Fig. 3. Response to an external step disturbance

As it is expected, the steady-state values of the response
decrease when ν increases. The values are 0.0873, 0.0306,
0.0124, and 0.0052, for ν = 0.3, 0.4, 0.5, and 0.6, respec-
tively. The peak values are 0.176, 0.172, 0.171, and 0.172.
Finally, the settling times to 2% of the steady-state value
decrease and are 67.8284, 40.6971, 26.6526, and 16.7576 s.

4.3 Validation by parameter variation

We also consider a second type of perturbation due to
changes of TE with respect to the nominal value, that
can be determined by changes in the moment of inertia
of the servomotor. We considered 10%, 20%, and 30%
variations (TE1 = 0.0878 s, TE2 = 0.0958 s, TE3 = 0.1037
s). Then, we applied the same FO-PI controller tuned
for the nominal plant. Figure 4 shows how the phase
margin is not much affected. Variations of 20% and 30%
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Fig. 4. Open-loop frequency response: 10% variation in TE

Table 4. Performance indexes for changes of TE

Amount of
variation ν uC PM OS% tr [s] ts [s]

0.3 0.446 61.4◦ 8.69 0.2699 0.9677
10% 0.4 0.443 52.7◦ 18.58 0.2478 1.1496

0.5 0.441 44◦ 29.47 0.2359 1.0598
0.6 0.439 35.3◦ 41.56 0.2275 2.0995

0.3 0.479 60◦ 9.84 0.2728 0.9693
20% 0.4 0.474 51.5◦ 19.72 0.2574 1.1120

0.5 0.469 43◦ 30.62 0.2411 1.9465
0.6 0.465 34.5◦ 42.49 0.2349 2.1683

0.3 0.511 58.6◦ 10.99 0.2808 0.9747
30% 0.4 0.503 50.3◦ 20.50 0.2660 1.0985

0.5 0.497 42.1◦ 31.67 0.2471 2.0404
0.6 0.490 33.7◦ 43.40 0.2418 2.2342

in TE give similar results and lead us to conclude that
the controller design is robust with respect to variations
of this parameter. On the other hand, the simulated step
responses for the considered variations in TE , further
confirm the conclusion. Table 4 summarizes the associated
performance indexes and the values obtained for the gain
crossover frequency and the phase margin.

4.4 Validation with delay

We consider a time delay LE = 0.0191 s. Table 2 gives
the FOC tuned parameters. Positive values of the param-
eters are obtained for ν ≥ 0.4. Figure 5 shows the step
response affected by the considered deadtime and table 5
synthesizes the obtained performance.
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Fig. 5. Step response of the PIν-controlled system with a
delay LE = 0.0191 s

Note that if we tune the FOC by taking into account the
delay LE , theKP gain does not vary too much with respect
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Table 5. Performance indexes of the step re-
sponse with a delay LE = 0.0191 s

ν OS% tr [s] ts [s]

0.4 11.65 0.2463 1.2502
0.5 22.27 0.2297 1.1683
0.6 33.88 0.2187 1.8373

to the value that is obtained for a plant without delay. See
the values of KP for ν = 0.4, 0.5, 0.6 in tables 1 and 2 for
a comparison. On the contrary, the KI gain considerably
increases (see the same tables) and this motivates the
corresponding increase in overshoot of the step response,
even if the stability margin specification is verified in the
same way.

5. CONCLUSION

This paper proposes a tuning method of the parameters
in fractional-order PI controllers for plants modeled by
a first order lag with an integrator and a time delay.
The controlled plant shows good closed-loop performance
and a high degree of robustness since the variations in
step response are negligible also in presence of parameter
variations, disturbances, and delay.

Hence the proposed loop shaping technique can be eas-
ily applied to tune FOC for common plants like dc-
servomotors. The tuning method can consider time delays
and obtains the required fractional robustness requirement
by maintaining the phase margin in a wide frequency
range. The delay, however, must be less than a value
which depends on the plant time constant TE , the specified
closed-loop bandwidth uB , and the fractional order ν of
the integral action.
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Nationale Sur les Systèmes d’Ordre Fractionnaire et leur
Applications. Skikda, Algeria, May 18-19, 2010.

Cao, J.Y. and Cao, B.G. (2006). Design of fractional order
controller based on particle swarm optimization. Inter-
national Journal of Control, Automation and Systems,
4 (6), 775–781.

Caponetto, R., Fortuna, L., and Porto, D. (2004). A new
tuning strategy for non-integer order PID controller. In
Proceedings of the First IFAC Workshop on Fractional
Differentiation and its Application, 168–173. Bordeaux,
France.

Caputo, M. (1967). Linear models of dissipation whose Q
is almost frequency independent - part II. Geophysical

Journal of the Royal Astronomical Society, 13 (5), 529–
539.

Charef, A.C., Sun, H.H., Tsao, Y.Y., and Onaral, B.
(1992). Fractal systems as represented by singularity
function. IEEE Transactions on Automatic Control, 37
(9), 1465–1470.

Chen, Y.Q. (2006). Ubiquitous fractional order controls?
In Proceedings of the Second IFAC Symposium on Frac-
tional Derivatives and its Applications (IFAC FDA’06),
volume 2, 168–173. Porto, Portugal, July 19-21, 2006.

Lurie, B.J. and Enright, P.J. (2000). Classical Feedback
Control with Matlab, Control Engineering Series. Mar-
cel Dekker, Inc., New York.

Ma, C.B. and Hori, Y. (2004). Fractional order control and
its application to of fractional order PID controller for
robust two-inertia speed control. In Proceedings of the
4th International Power Electronics and Motion Control
Conference, 1477–1482.

Ma, C.B. and Hori, Y. (2007). Fractional order control:
Theory and applications in motion control. IEEE
Industrial Electronics Magazine, Winter 2007 (4), 6–10.

Maciejowski, J.M. (1989). Multivariable Feedback Design.
Addison-Wesley, Wokingham, UK.

Maione, G. (2008). Continued fractions approximation
of the impulse response of fractional order dynamic
systems. IET Control Theory and Applications, 2 (7),
564–572.

Maione, G. (2009). Analog realizations of fractional-order
integrators/differentiators: A comparison. In J. Filipe,
J. Andrade-Cetto, and J.L. Ferrier (eds.), Proceedings
of the 6th International Conference on Informatics in
Control, Automation and Robotics (ICINCO 2009), vol-
ume 2, 184–189. INSTICC Press, Milan, Italy, July 2-5,
2010.

Maione, G. and Lino, P. (2007). New tuning rules for
fractional PIα controllers. Nonlinear Dynamics, 49 (1-
2), 251–257.

Monje, C.A., Calderon, A.J., Vinagre, B.M., Chen, Y.Q.,
and Feliu, V. (2004a). On fractional PIλ controllers:
Some tuning rules for robustness to plant uncertainties.
Nonlinear Dynamics, 38, 369–381.

Monje, C.A., Vinagre, B.M., Chen, Y.Q., Lanusse, P., and
Sabatier, J. (2004b). Proposals for fractional PIλDµ. In
Proceedings of the First IFAC Symposium on Fractional
Differentiation and Its Application. Bordeaux, France.

Narang, A., Shah, S.L., and Chen, T. (2010). Tuning
of fractional PI controllers for fractional order system
models with and without time delays. In Proceedings of
the 2010 American Control Conference. Marriot Water-
front, Baltimore, MD, USA, June 30 - July 02, 2010.

Podlubny, I. (1999). Fractional-order systems and PIλDµ

controllers. IEEE Transactions on Automatic Control,
44 (1), 208–214.

Podlubny, I., Dorcák, L., and Kostial, I. (1997). On
fractional derivatives, fractional-order dynamic systems
and PIλDµ controllers. In Proceedings of the 36th Con-
ference on Decision and Control. San Diego, California,
Dec., 1997.

Skogestad, S. and Postlethwaite, I. (2005). Multivariable
Feedback Control: Analysis and Design. Wiley & Sons,
Ltd., Chichester, England, 2nd edition.

IFAC Conference on Advances in PID Control 
PID'12 
Brescia (Italy), March 28-30, 2012 FrB2.3




