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Abstract: The design and application of learning feedforward controllers (LFFC) for the one-
staged refrigeration cycle model described in the PID2018 Benchmark Challenge is presented,
and its effectiveness is evaluated. The control system consists of two components: 1) a preset
PID component and 2) a learning feedforward component which is a function approximator that
is adapted on the basis of the feedback signal. A B-spline network based LFFC and a low-pass
filter based LFFC are designed to track the desired outlet temperature of evaporator secondary
flux and the superheating degree of refrigerant at evaporator outlet. Encouraging simulation
results are included. Qualitative and quantitative comparison results evaluations show that,
with little effort, a high-performance control system can be obtained with this approach. Our
initial simple attempt of low-pass filter based LFFC and B-spline network based LFFC give
J=0.4902 and J=0.6536 relative to the decentralized PID controller, respectively. Besides, the
initial attempt of a combination controller of our optimized PI controller and low-pass filter
LFFC gives J=0.6947 relative to the multi-variable PID controller.

Keywords: Learning feedforward control, vapour-compression refrigeration system, conditional
integration, PID 2018 Benchmark Challenge.

1. INTRODUCTION

Dates backs to centuries, the research of refrigeration sys-
tems has experienced worldwide significant advances in-
troduced by industry and research institutes. The purpose
of refrigeration is to attain and maintain a temperature
below that of the surroundings, the aim being to cool some
product or space to the required temperature. Working in
the same way, air conditioning and refrigeration systems
are extensively applied in food preservation, chemical and
process industries, manufacturing processes, cold treat-
ment of metals, drug manufacture, ice manufacture and
above all in areas of industrial air conditioning and comfort
air conditioning. After more than 100 years of design evolu-
tion, vapor compression refrigeration systems are now the
most common means for commercial and residential space
cooling, which brings a problem of large deal of energy
consumption and negatively energy and economic balances
affects (Bejarano et al. (2017)).
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In recently years, a large body of work has been gen-
erated to adapt linear techniques for control which can
be found in the literature are decentralized PID control
(Underwood (2001); Wang et al. (2007); Marcinichen et al.
(2008); Salazar and Méndez (2014)), decoupling multi-
variable control (Shen et al. (2010)), LQG control (He
(1996); Schurt et al. (2009); Schurt et al. (2010)), model
predictive control (MPC) (Razi et al. (2006); Sarabia et al.
(2009); Ricker (2010); Fallahsohi et al. (2010)), and robust
H∞ control (Larsen and Holm (2003); Bejarano et al.
(2015)). Whereas, there are many challenges associated
with refrigeration systems control stemming from the com-
ponents themselves to the fundamental characteristics of
a heat transfer process, which cause high thermal inertia,
dead times, high coupling between variables, and strong
nonlinearities. Therefore, a less accurate model of the plant
will result in a controller with an unsatisfied performance.
When the model is not available or when many param-
eters cannot be determined, learning feedforward control
(LFFC) may be considered.

Being a class of iterative learning control (ILC) (Arimoto
et al. (1984); Moore (2012)), learning feedforward control
(LFFC) shares basic ideas with ILC (Starrenburg et al.
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(1996); Velthuis et al. (1996); Otten et al. (1997); Velthuis
et al. (2000b); Velthuis (2000)). First proposed for motion
systems subjected to reproducible disturbances, LFFC is
designed to compensate the reproducible disturbances as
value-added blocks (Velthuis et al. (2000a)). As an extra
degree of freedom, LFFC generates steering signals that
enhances the feedback control performance (Chen et al.
(2004)). Many previous research (Boeren et al. (2015);
(Taherkhani and Rahmati, 2011); (Lin et al., 2011)) had
shown that learning feedforward control can improve sys-
tem performance and acquire enhanced extrapolation ca-
pabilities for repetitive tracking control tasks with little
modeling information. The main contribution of this paper
is to apply two-parameter tunable LFFC schemes for the
control of refrigeration systems introduced in PID2018
benchmark problem (Bejarano et al. (2017)).

We first discuss the one-stage vapour-compression refriger-
ation system in more detail in Section 2. Next, the design
of the learning feedforward control system is discussed
(Section 3). Simulation results are presented in Section
4. We end with conclusions in Section 5.

2. PID2018 BENCHMARK CHALLENGE
INTRODUCTION

In this section we describe the control problem introduced
in PID2018 Benchmark Challenge (Bejarano et al. (2017))
in brief to introduce the necessary information for the con-
trol system design process. A one-stage vapor-compression
refrigeration cycle model (Fig. 1) is to be controlled for
this challenge. The model is consisted of evaporator, con-
denser, variable speed compressor, and expansion valve
where the expansions valve’s opening Av (percentage) and
compressor speed N (Hz) are to be manipulated to con-
trol the outlet temperature of evaporator secondary flux,
Tsec evap out (◦C), and the degree of superheating of the
refrigerant at the evaporator outlet, TSH (◦C). Hence,
our control objective is to ensure these two variables to
track their references as efficiently as possible in presence
of disturbances by manipulating the compressor speed and
the expansion valve opening. Therefore the whole control
system would be a two-input, two-output system. Fig. 2
shows the desired reference for the controlled variables
of our challenge. Besides, the inlet temperature of the
evaporator secondary flux and the inlet temperature of
the condenser secondary flux are changed as shown in Fig.
3 to add disturbance to the system. It is important to note
that the manipulated variables,Av andN , are subjected to
limits, Av ∈ [10, 100] and N ∈ [30, 50], and are saturated
within the system block.

3. DESIGN AND IMPLEMENTATION OF LEARNING
FEEDFORWARD COMPONENT

The learning feedforward controller works in the sense that
a nonlinear mapping between the reference input(s) and
the force output can be created by capitalizing on systems
repetitiveness. Fig. 4 shows the general LFFC scheme.
Here yd and FBC denote desired output trajectory and
”feedback controller” respectively. To construct the control
signal for the repetition number j, U j

F , the feedforward

control signal U j−1
F and the feedback control signal U j−1

C

Fig. 1. The refrigeration cycle

Fig. 2. The standard simulation for Benchmark PID 2018
generates changes in the references Te,sec,out and TSH .

Fig. 3. The standard simulation for Benchmark PID 2018
generates changes in two disturbances: Te,sec,in and
Tc,sec,in.

for the (j-1)th operation are stored in the memory bank.
Thus, the overall control signal at the jth repetitive
operation is adapted according to

uj(t) = ujC(t) + ujF (t).

As illustrated in Fig. 4, the jth iteration feedforward con-
trol is generated with the combination of last feedforward
control and filtered evaluations of feedback control.
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ujF = uj−1F + γH(z, z−1)uj−1C . (1)

whereH(z, z−1) is the filter, γ represents the learning gain,
j denotes the jth repetitive operation. Proper selection of
filter H(z, z−1) and the learning parameter γ plays the
key role in design of LFFC. A number of design choices
of the two undetermined parts has been tried which are
illustrated as following.

3.1 B-spline network (BSN)

The approach we first considered in this paper as the
feedforward component is a B-splines network (BSN). In
general, a BSN is a function

y = f(x) =
∑
i

ωiµi(x)

where y, x, µi(·) and ωi are the BSN output and input,
membership function, and B-spline weights, respectively.
Comparable to radial basis function networks, BSNs are
one-hidden-layer networks with updated weights between
the hidden layer and output layer. The region of the input
space on which the basis functions are nonzero is called
the support of the basis, is d. Generally, the support of
a membership function neither equal to the whole input
space nor overlap half. Besides, dilated BSN is used to
define the case that the supports of the basis functions do
overlap more than half of the input space. As illustrated
in Fig. 5, there are 2m = d/h samples within one B-spline
if the sampling period is h. To create the feedforward
control, the inputs to the neural network generally include
the feedback control signal uC(t), time t or state x(t),
and reference or desired trajectory yd(t). For our purpose,
we choose the time t as the input space. In this paper,
following the lead from paper Chen et al. (2004), we
consider a second-order dilated BSN, illustrated in Fig. 5,
whose basis functions are piecewise polynomial functions
of order 1. The overall learning filter H(z, z−1) in equation
(1) is that

H(z, z−1) = A2(ω, ak, d)

(
sin(ωd/4)

ωd/4

)2

Please refer to (Chen et al. (2004)) for more details about
the stability analysis of this method and design formula
for the only two coefficients, the B-spline support width d
and the learning gain γ.

3.2 Low-pass filter (LPF)

Our goal is to add learning feedforward control to the
system. A standard simulation, starting from prepared op-
erating point described, has been scheduled for the Bench-
mark PID 2018. As shown in Fig. 3, the simulation includes
step changes in the most important disturbances: the inlet
temperature of the evaporator secondary flux Te,sec,in,
and the inlet temperature of the condenser secondary flux
Tc,sec,in. It is notable that the disturbances is relatively
clean and simple. In such case, BSN based LFFC may
exerts not very well, thus another LFFC based on low-pass
filter is proposed to achieve better tracking performance.
This learning feedforward control output may be written
as

ujF = uj−1F + γe−
t
τ uj−1C . (2)

Fig. 4. Block diagram of LFFC with a general filter
H(z, z−1)(Chen et al. (2004)).

Fig. 5. Second-order dilated B-splines and the filtering
process(Chen et al. (2004)).

The stored feedback control signal uj−1C is filtered through
a low-pass filter and multiplied by a learning gain γ, where
there are also only two parameters to be tuned.

Guidelines for Tuning The low-pass filter based LFFC
scheme offers considerable flexibility with two tunning
knobs that it provides. In the current scheme the learning
gain r and filter parameter τ in the learning function,
equation (2), were tuned by try and error in the direction
that reduces the overall index mentioned in section 4.

4. RESULTS AND DISCUSSIONS

In this section, simulation studies of our proposed learning
feedforward schemes are demonstrated. The qualitative
and quantitative comparisons are explored between our
designed control scheme with discrete decentralized PID
(labelled as Controller 1) and multi-variable PID (labelled
as Controller 2) provided in the Benchmark PID 2018.
Simulations were performed with the MATLAB program
RS simulation management.m to demonstrate feasibility
of learning control. The sampling time is 1s and the simula-
tion time is 1200s. Moreover, eight individual performance
indices and one combined index are applied to further
evaluate in comparison.

For a dilated BSN LFFC with dilation 2, m=9 and γ=0.1,
labelled as Controller 3, Fig. 6-Fig. 8 show its tracking
performance after 10th learning iterations compared with
the discrete decentralized PID controller (labelled Cont-
troller 1). As shown in Fig. 6, Controller 2 achieves tighter
control on the outlet temperature of the evaporator sec-
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ondary flux and the degree of superheating than Controller
1. Fig. 7 depicts the convergence of our algorithm with
combined index J . In Fig. 8, the red line depicts the
feedback control signal with the reference controller, and
the blue lines represent the feedback control signal with
our BSN learning feedforward controller. As the blue lines
go smaller, the feedforward controller undertakes more
work with iterations. The eight performance indices shown
in Table 1 further testify the control effort in BSN LFFC.

Table 1. Quantitative Comparison of BSN
LFFC with decentralized controller

index C3 vs C1

RIAE1 0.5389
RIAE2 0.6068
RITAE1 0.6915
RITAE2 0.9157
RITAE2 0.5753
RITAE2 0.6583
RIAV U1 1.0383
RIAV U2 1.0514

J 0.6536
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Fig. 6. Tracking performance at 10th iteration compared
with Controller 1 under BSN LFFC.
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Fig. 7. The change of combined index with iterations under
BSN LFFC.

For low-pass filter based LFFC, a simple limit version
(with γ=0.1, τ = 0) labelled as Controller 4 is applied.
Comparison results with the discrete decentralized PID
is shown in Fig. 9. As shown in Fig. 10, the change
of combined index J illustrates the convergence of this
scheme. The performance indices in Table 2 show that
the proposed low-pass filter learning feedforward controller
can achieve better tracking performance.

To further testify the effectiveness of our proposed LFFC,
the above mentioned low-pass filter LFFC combined with
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Fig. 8. The change of feedback control with iterations
under BSN LFFC.
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Fig. 9. Tracking performance at 20th iteration compared
with Controller 1 under LPF LFFC.
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Fig. 10. The change of combined index with iterations
under LPF LFFC.

optimized PI controller proposed in (Ates et al. (2018))
is applied, which is labelled as Controller 5. Comparison
results with the multi-variable PID is shown in Figs. 11.
Fig. 12 depicts the convergence of this controller. Table 3
shows the performance indexes calculated for all the PID
controller provided in (Bejarano et al. (2017)).

Table 2. Quantitative Comparison of LPF
LFFC with decentralized controller

index C4 vs C1

RIAE1 0.4417
RIAE2 0.4880
RITAE1 0.3170
RITAE2 0.3832
RITAE2 0.2558
RITAE2 0.7937
RIAV U1 1.0782
RIAV U2 1.1631

J 0.4902
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Fig. 11. Tracking performance compared with Controller
2 under our combined controller.
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Fig. 12. The change of combined index with iterations
under our combined controller.

ACKNOWLEDGEMENTS

The first author wishes to thank the members of PTUC
SIG (Precision Temperature Uniformity Control Special
Interest Group) at UC Merced MESA Lab 1 for fruitful
discussions and productive meetings. Project supported
by National Natural Science Foundation of China (Grant
No. 61375084 and Grant No. 61773242), Key Program of
Natural Science Foundation of Shandong Province (Grant
No. ZR2015QZ08), Key Program of Scientific and Tech-
nological Innovation of Shandong Province (Grand No.
2017CXGC0926), Key Research and Development Pro-
gram of Shandong Province (Grant No. 2017GGX30133),
The National Key Research and Development Program of
China (Grant No. 2017YFB1302400).

4.1 Conclusion

In this paper, we demonstrated the effectiveness of a learn-
ing feedforward control scheme for vapour-compression
1 http://mechatronics.ucmerced.edu/ptuc

Table 3. Quantitative Comparison of C5 with
C2 and C1

index C5 vs C2 C5 vs C1

RIAE1 1.2542 0.4403
RIAE2 0.7397 0.3297
RITAE1 0.2221 0.3577
RITAE2 0.4441 0.0812
RITAE2 0.3472 0.1110
RITAE2 0.7822 0.1001
RIAV U1 0.9517 1.0738
RIAV U2 1.1497 1.5796

J 0.6947 0.3744

refrigeration system. Combined with feedback PID con-
troller, the BSN based and LPF based learning feedfor-
ward controllers are applied. The learning controller is
able to improve system performance drastically with only
two parameters to adjust: the filter coefficient and learning
gain. Simulation results show that the proposed controllers
can achieve satisfied tracking performance and fast error
convergence. It is noteworthy that there still have plenty
of room for improvement regarding this method as the
parameters are not optimally tuned.
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