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Abstract— Given a nonlinear system and performance index
to be minimized, we present a general approach to evaluating
the optimal feedback control law for this system that can
be easily modified to satisfy different types of boundary
conditions. Formulated in the context of Hamiltonian systems
theory, this work allows us to analytically construct optimal
feedback control laws from generating functions. Given our
feedback control law solution, our approach enables us to
obtain the feedback control for a different set of boundary
conditions only using a series of algebraic manipulations,
partial differentiations, and solutions of implicit algebraic
equations. Furthermore, the proposed approach reveals a fun-
damental insight: that the optimal cost function that satisfies
the HJB equation can be expressed as a generating function
for a class of canonical transformations of the Hamiltonian
system defined by the necessary conditions for optimality. This
result is formalized as a theorem, which relates the sufficient
condition to the necessary conditions for optimality. The
whole procedure provides an advantage over the conventional
method based on dynamic programming, which requires one
to solve the HJB PDE repetitively for each type of boundary
condition.
Key Words. Optimal Feedback Control, Hamilton-Jacobi-
Bellman Equation, Hamiltonian System, Generating Func-
tion, Hamilton-Jacobi Equation, Legendre Transformation

I. I NTRODUCTION

For a general nonlinear system with arbitrary perfor-
mance criteria, optimal state feedback control laws can be
derived from the solution to the Hamilton-Jacobi-Bellman
(HJB) equation. The HJB equation does not have closed-
form solutions in general, thus much research has been
performed to find practical approaches for obtaining sub-
optimal feedback controls. See Park and Scheeres [1][2]
for a list of representative works on both infinite horizon
regulator and finite horizon terminal controller problem.

Recently Park and Scheeres [1] and Scheeres et al [3]
studied the optimal feedback control problem in the context
of Hamiltonian dynamical systems. They observed that the
optimal cost function is related to a generating function for
a class of canonical transformations, which allowed them
to devise a systematic methodology to evaluate the optimal
feedback control and cost function satisfying the general
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boundary conditions. This approach was successfully ap-
plied to a nonlinear optimal rendezvous problem in a central
gravity field.

The current work is a synthesis and extension of these
results and considers a wider range of optimal feedback
control problems with various types of boundary conditions.
We show that our method can be applied to the optimal
control of a given system with a number of different
types of boundary conditions. Furthermore, by exploiting
fundamental links between generating functions, we present
an algorithm for evaluating optimal feedback controls for
different types of boundary conditions without having to
solve the HJB equation repetitively.

II. PROBLEM STATEMENT

Consider the minimization of a general performance
index for an arbitrary initial point(x, t)

J(x, t) = φ(x(tf ), tf ) +
∫ tf

t

L(x(τ), u(τ), τ)dτ

subject to the following system with final time constraints

ẋ(t) = F (x(t), u(t), t) , ψ(x(tf ), tf ) = 0.

Here x ∈ <n, t ∈ <, u ∈ <m, and ψ ∈ <p≤n.
We assume that there exist no constraints on state and
control trajectories. Our objective is to evaluate the optimal
trajectory satisfying the final time constraints and to find
the optimal feedback control for an arbitrary initial point
(x, t) ∈ <n+1.

We consider two representative problem formulations,
which are characterized by the types of terminal boundary
conditions:1

• Hard Constraint Problem (HCP) Terminal boundary
condition for states is pre-specified to a fixed point in
<n.

• Soft Constraint Problem (SCP) Terminal boundary
condition for states is not pre-specified, but indirectly
affected by the final time performance indexφ(x, t).

Given the problem statement, the optimal trajectory and
associated optimal control are determined by the following
sufficient and necessary conditions.

1This classification is just for simplicity of argument. It does not imply
that the applicability of our approach is confined to these two kinds
of boundary conditions. There may also exist some mixed boundary
conditions, which are specified by a terminal hyper plane. Later we will
briefly discuss how to manipulate such a situation.



Sufficient Conditions for Optimality

We first define the HamiltonianH as

H(x, λ, u, t) = L(x, u, t) + λT F (x, u, t) (1)

According to the classical derivation from dynamic pro-
gramming [4][5], if

1) In the domain considered for(x, t), the Hamiltonian
has a unique minimizer with respect tou such that

u = arg min
ū

H

(
x,

∂J

∂x
, ū, t

)

2) J(x, t) is sufficiently smooth (or analytic) and sat-
isfies the Hamilton-Jacobi-Bellman (HJB) equation
with the given boundary condition

∂J

∂t
(x, t) + min

ū
H

(
x,

∂J

∂x
, ū, t

)
= 0 (2)

J(x(tf ), tf ) = φ(x(tf ), tf ) on ψ(x(tf ), tf ) = 0

then J is the optimal cost andu is the corresponding
optimal feedback control law.

For both of our formulations classified above, the HJB
equation is the same nonlinear first order partial differential
equation (PDE) for the spatial variablesx and the time
variablet. The mathematical expressions for the boundary
conditions, however, become distinct from each other:

• HCP: φ(x(tf ), tf ) ≡ 0 , ψ(x(tf ), tf ) = x(tf )− xf .
The pair(x(tf ), tf ) is given a priori.

• SCP:ψ(x(tf ), tf ) does not exist andφ(x(tf ), tf ) ∈ <.
The pair(x(tf ), tf ), in contrast to HCP, is not given
a priori but is indirectly constrained by minimizing
φ(x(tf ), tf ).

Necessary Conditions for Optimality

Now re-consider the Hamiltonian (1) defined above.
The standard derivation from the variational calculus and
Pontryagin’s principle provides the well-known 1st order
necessary conditions [4]:

ẋ = Hλ(x, λ, u, t) (3)

λ̇ = −Hx(x, λ, u, t) (4)

u = arg min
ū

H(x, λ, ū, t) (5)

whereλ is the costate. Substituting (5) into (1), (3), and (4)
yields

H(x, λ, t) = L(x, t) + λT F (x, t) (6)

ẋ = Hλ(x, λ, t) (7)

λ̇ = −Hx(x, λ, t) (8)

which is a Hamiltonian canonical system for states and
costates.

Evaluating the optimal trajectory corresponds to solving
this system of ordinary differential equations (ODEs) sat-
isfying the given boundary conditions. For HCP, the initial
statesx0 and terminal statesxf are given and the initial
costatesλ0 and terminal costatesλf are to be determined.

For SCP, the initial states are given whereas terminal states,
initial costates, and terminal costates are to be determined.
Note, however, that the well-known transversality condition
applies for this case:

λ(tf ) =
∂φ(x(tf ), tf )

∂x(tf )
, (9)

which relates the terminal states and costates and provides
an additional boundary condition for the SCP2. Since we
need to solve this system of ODEs with split boundary
conditions, the optimal control problem is again reduced
to a two point boundary value problem (TPBVP).

III. B OUNDARY VALUE PROBLEMS IN HAMILTONIAN

SYSTEMS

This section introduces the application of canonical trans-
formation theory to solve boundary value problems in
Hamiltonian systems. A more detailed description of this
theory can be found in Guibout and Scheeres [6]. For
a general review of Hamiltonian systems and canonical
transformations, see Greenwood [7].

Hamiltonian Systems and Canonical Transformations

Suppose we have a system whose equations of motion
can be represented by Hamilton’s canonical form

[
ẋ(t)
λ̇(t)

]
=

[
∂H(x(t),λ(t),t)

∂λ

−∂H(x(t),λ(t),t)
∂x

]

where

• H = H(x(t), λ(t), t) is the Hamiltonian of the system,
• x(t) = [x1(t) x2(t) · · · xn(t)]T is the generalized

coordinate vector,
• λ(t) = [λ1(t) λ2(t) · · · λn(t)]T is the generalized

momentum vector conjugate tox(t).
In our application we restrict ourselves to canonical trans-
formations with time as the independent parameter, i.e.,
solutions to the given dynamical system.

Suppose that the following transformation between
(x, λ, t) and (x0, λ0, T ) is canonical:

x0(T ) = x0(x(t), λ(t), t, T ) (10)

λ0(T ) = λ0(x(t), λ(t), t, T ). (11)

Then there exist generating functions for these transforma-
tions that can have one of the four classical forms:

F1(x, x0, t, T ), F2(x, λ0, t, T )
F3(λ, x0, t, T ), F4(λ, λ0, t, T )

Note that each of them are a function ofn old coordinates
and n new coordinates. If we choose(x0, λ0) to be the

2Other than the HCP and SCP, if there exists a terminal hyper plane
ψ(x(tf ), tf ) ∈ <p<n, then we have a more general type of terminal
boundary conditions, where the terminal states are partially determined
and the transversality condition relates the undetermined terminal states
with terminal costates [4].



initial conditions at timeT , they also satisfy a boundary
value problem and a partial differential equation [7]:

λ =
∂F1(x, x0, t, T )

∂x
(12)

λ0 = −∂F1(x, x0, t, T )
∂x0

(13)

0 = H(x, λ, t) +
∂F1(x, x0, t, T )

∂t
(14)

λ =
∂F2(x, λ0, t, T )

∂x
(15)

x0 =
∂F2(x, λ0, t, T )

∂λ0
(16)

0 = H(x, λ, t) +
∂F2(x, λ0, t, T )

∂t
. (17)

x = −∂F3(λ, x0, t, T )
∂λ

(18)

λ0 = −∂F3(λ, x0, t, T )
∂x0

(19)

0 = H(x, λ, t) +
∂F3(λ, x0, t, T )

∂t
(20)

x =
∂F4(λ, λ0, t, T )

∂λ
(21)

x0 = −∂F4(λ, λ0, t, T )
∂λ0

(22)

0 = H(x, λ, t) +
∂F4(λ, λ0, t, T )

∂t
. (23)

As noted, the generating functions satisfy a partial differen-
tial equation found by substituting forλ in (14) and (17),
and forx in (20) and (23), which are usually referred to as
the Hamilton-Jacobi (HJ) equation.

Alternatively we can also derive a similar result between
a set of fixed final time conditions(xf , λf , tf ) and the
moving initial variable (x, λ, t) with t ≤ tf :

0 = −∂F1(xf , x, tf , t)
∂t

+ H

(
x,−∂F1(xf , x, tf , t)

∂x
, t

)

λ = −∂F1(xf , x, tf , t)
∂x

(24)

λf =
∂F1(xf , x, tf , t)

∂xf

A crucial property of the generating functions related to
a given transformation is that they are linked to each other
via Legendre transformations, which can be represented by
the following identities:

F2(x, λ0, t, T ) = F1(x, x0, t, T ) + λT
0 x0 (25)

F3(λ, x0, t, T ) = F1(x, x0, t, T )− λT x (26)

F4(λ, λ0, t, T ) = F2(x, λ0, t, T )− λT x (27)

Given an analytical solution to any generating function, it
is then possible to evaluate the analytical form of any other
generating function as long as some uniqueness conditions
are satisfied [6].

Solving Boundary Value Problems with Generating Func-
tions

The choice of the appropriate generating function de-
pends on the type of boundary condition of the TPBVP.
For the hard constraint problem (HCP),F1(x, x0, t, t0) is
the most appropriate choice as we know the initial and
terminal states. Indeed if we can findF1, we can directly
evaluate the initial and final costates from (12)- (13)3

λf =
∂F1

∂x

∣∣∣∣
t=tf ,x=xf

=
∂F1(xf , x0, tf , t0)

∂xf
(28)

λ0 = − ∂F1

∂x0

∣∣∣∣
t=tf ,x=xf

= −∂F1(xf , x0, tf , t0)
∂x0

(29)

Furthermore since any timet ≤ tf can be the initial time,
the equation (29) should hold for arbitrary initial conditions
x = x(t) andλ = λ(t):

λ = −∂F1(xf , x, tf , t)
∂x

. (30)

Substitution of (30) into (5) yields the optimal feedback
control for the hard constraint problem:

u = arg min
ū

H

(
x,−∂F1(xf , x, tf , t)

∂x
, ū, t

)
(31)

For the soft constraint problem (SCP), however, it is not
apparent in general which generating function is the most
appropriate since we have3n unknown boundary conditions
(λ0, xf , λf ). Whatever generating function we may choose,
we cannot evaluate the unknown boundary conditions only
by a series of partial differentiations without solving a set
of implicit equations. However since we are interested in
both HCP and SCP, we chooseF1 to avoid evaluating an
additional generating function.

Consider the2n corresponding necessary conditions (28)-
(29) for F1 along with then transversality conditions (9).
Taking the initial statesx0 as independent parameters and
solving these3n implicit equations for(xf , λ0, λf ) results
in

xf = xf (x0, tf , t0). (32)

λ0 = λ0(x0, tf , t0) (33)

λf = λf (x0, tf , t0) (34)

Finally, a similar procedure leads to the optimal feedback
control for the SCP4:

u = arg min
ū

H

(
x,− ∂F1(xf , x, tf , t)

∂x

∣∣∣∣
xf (x,tf ,t)

, ū, t

)
(35)

3In fact, any other generating functions can be adopted to evaluate the
initial and terminal costates. For that purpose, however, usingF2, F3, or
F4 requires one to solve a set of implicit equations as well as to take partial
differentiations, whereas employingF1 only necessitate taking partial
differentiations. This observation suggests some computational advantages
to usingF1.

4For the terminal constraint given by a hyper planeψ(x(tf ), tf ) = 0 in
<p<n, we will have mixed terminal conditions for both states and costates
in general. In this case, a more generalized kind of generating function is
required, which would mix all 4 kinds of variables (initial and terminal
states and costates).



As is shown, once the appropriate generating function has
been found, the unknown boundary conditions are simply
evaluated by a series of partial differentiations and algebraic
manipulations without solving a differential equation. Fur-
thermore, the evaluation of the initial costatesλ0 enables
us to develop the optimal trajectory by simple forward
integration.

Note that we need to solve the HJ PDE only once
for any one kind of a generating function. The Legendre
transformations (25)-(27) enable us to evaluate the rest of
the generating functions simply by algebraic manipulations.
This observation is at the heart of our application and
provides a substantial advantage over the classical dynamic
programming approach. Unlike the dynamic programming
approach, we can initially choose any one kind of generating
function which may be easier to solve than others. Then
without solving the HJ PDE repetitively, a series of partial
differentiations and solutions of a set of implicit functions
provide the other generating functions, which ultimately
yields the optimal feedback control for the relevant optimal
control formulations. For example, if we have computed
F2(x, λ0, t, t0), we can directly findF1(x, x0, t, t0) from
(16) and (25). Indeed, we have

x0 =
∂F2(x, λ0, t, t0)

∂λ0
(36)

F1(x, x0, t, t0) = F2(x, λ0, t, t0)− λT
0 x0 (37)

Assuming the uniqueness of inversion for the initial costates
λ0 in (36), we can expressλ0 as a function of the initial
and terminal states(x0, x):

λ0 = λ0(x0, x, t, t0)

Then, introducing this to (37) yieldsF1 as a function of the
desired variables:

F1(x, x0, t, t0) = F2(x, λ0(x0, x, t, t0), t, t0)
−xT

0 λ0(x0, x, t, t0)

IV. T HE OPTIMAL COST FUNCTION AND THE

GENERATING FUNCTION

So far we have shown that the generating functions
can be used to find optimal feedback control laws. This
strongly suggests that there should be connections between
the optimal cost function (solution to the HJB equation)
and generating functions (solutions to the HJ equation). The
following theorem confirms that this is indeed the case.

Theorem 4.1 (Sufficient Condition for Optimality):For
both hard constraint problem and soft constraint problem,
the function

V (x, t) = −F1(xf , x, tf , t) + φ(xf , tf )

satisfies the HJB equation and the corresponding boundary
condition (2), thus it is the optimal cost function. Further-
more, the optimal feedback control can be expressed as

u = arg min
ū

H

(
x,

∂V (x, t)
∂x

, ū, t

)

Proof We first consider the HCP (Noteφ(xf , tf ) = 0 by
definition of HCP). Since−V = F1 satisfies the modified
HJ equation and the associated relations (24), we have

0 =
∂V

∂t
(x, t) + H

(
x,

∂V

∂x
, u, t

)
, (38)

which is indeed the HJB equation. Now consider the
boundary condition forV . For our dynamical system, at the
terminal condition we must find the identity transformation:

x = xf λ = λf

Here lies the fundamental difficulty; the functionF1 cannot
generate identity transformations. Instead, we considerF2,
which can generate such identity transformation [7]. For
F2 we see that at the terminal time the functionF2 = xT

f λ
generates the

x =
∂F2

∂λ
= xf , λf =

∂F2

∂xf
= λ

With the aid of the Legendre transformation (25), we can
solve forF1 at the terminal condition:5

F1(xf , xf , tf , tf ) =
[
F2(xf , λ, tf , t)− λT x

]∣∣
t=tf

≡ 0,

which finally yields

V (xf , tf ) = −F1(xf , xf , tf , tf ) ≡ 0 (39)

Combining (38) and (39), we see thatV = −F1 satisfies the
HJB equation and the associated boundary condition. The
optimal control law has been obtained from (31), which
completes the proof for the HCP.

Now consider the soft constraint problem. First from the
HJ-equation and associated relations (24) along with the
transversality conditions (9), we have

λf =
∂F1

∂xf
=

∂φ

∂xf
(40)

Also consider (32):

xf = xf (x, tf , t)

Taking partial derivatives ofV with respect tot and x
yields,

∂V

∂t
= −∂F1

∂t
− ∂F1

∂xf

(
∂xf

∂x

∂x

∂t
+

∂xf

∂t

)

+
∂φ

∂xf

(
∂xf

∂x

∂x

∂t
+

∂xf

∂t

)
= −∂F1

∂t

∂V

∂x
= −∂F1

∂x
− ∂F1

∂xf

∂xf

∂x
+

∂φ

∂xf

∂xf

∂x
= −∂F1

∂x

These expressions satisfy the HJ-equation (24) forF1,
which is also equivalent to the HJB equation forV . Then
similarly as in the HCP, consideration of the Legendre
transformation yields

V (xf (x, tf , t), tf ) = φ(xf (x, tf , t), tf )

5We see thatF1 is singular as it loses independence of its arguments. In
fact, this is an equivalent statement that the optimal cost function becomes
singular at the terminal time for the hard constraint problem.



which indeed satisfies the boundary condition for the SCP.
HenceV = −F1 + φ is the optimal cost function for the
SCP. The optimal control law has been determined from
(35), which completes the proof for the SCP. (Q.E.D.)

Also note that for each problemF1 satisfies the necessary
conditions for optimality by definition, and hence we have
both necessary and sufficient conditions for an optimal
feedback control law.

These results imply that the optimal cost function is
related to a special kind of generating function, and that the
optimal feedback control problem can be considered as part
of a more comprehensive field of canonical transformations
for Hamiltonian dynamical systems.

V. A PPLICATION TO NONLINEAR OPTIMAL

MANEUVERS IN A CENTRAL GRAVITY FIELD

In order to solve optimal feedback control problems for
different types of boundary conditions, we need to solve the
HJ PDE at least and at most once for one kind of generating
function. Recently, Guibout and Scheeres [6] have devised
a solution algorithm for a class of problems where:

1) the systemẋ = F (x(t), u(t), t) is analytic and has a
zero equilibrium, i.e.,F (x = 0, u = 0, t) = 0

2) the integrand of the cost functionL(x(t), u(t), t) is
analytic

We apply this specific algorithm to a nonlinear optimal
control problem. Consider minimizing

J =
1
2

∫ tf

t0

uT (t)u(t)dt

subject to the system dynamics



ẋ1

ẋ2

ẋ3

ẋ4


 =




x3

x4

2x4 − (1 + x1)
(

1
r3 − 1

)
+ u1

−2x3 − x2

(
1
r3 − 1

)
+ u2




where r =
√

(x1 + 1)2 + x2
2. This system represents the

planar motion of a particle in a central gravity field,
expressed in a rotating coordinate frame. The origin of
this frame corresponds to a circular orbit, the coordinates
(x1, x2, x3, x4) represent radial displacement, tangential
displacement, radial velocity, and tangential velocity devi-
ations from the circular orbit, and(u1, u2) represent the
radial and tangential control input, respectively.

We first expand the given system as a polynomial series
about the zero equilibrium point. Using the necessary condi-
tion for optimality, we derive the Hamiltonian as a function
of states and costates. As is suggested in [6], it is then
introduced into the HJ equation forF2. Finally with the aid
of Legendre transformation, we can obtainF1 to evaluate
the optimal feedback control law. Refer to Scheeres et al
[3] for more detailed review and derivation of this problem.

In our implementation of the method we expandH, F1,
andF2 to the third order using Matlab. Figures 1–3 show the
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state and control trajectories of the HCP for an arbitrarily
chosen boundary condition and time interval chosen as

x(t0 = 0) = [0.2 0.2 0.1 0.1]T

x(tf = 1) = [0 0 0 0]T

For the control histories, the solid line, dashed line, and
dotted line indicate the solution of the nonlinear TPBVP
using a shooting method (which is our reference “true”
solution), a linear systems solution, and the 3rd order
analytical solution described here, respectively. For the state
trajectories, each line represents the application of each
control history to the original nonlinear system. It is clear
that the 3rd order control is a better approximation than
the linear control and is close to the true solution. By
introducing additional higher order terms in the system
dynamics, we can approximate the original system to as
high a degree as desired.

Finally Figures 4–6 show the state and control trajectories
of the SCP for the same numerical data except thatxf

is not given in advance and that the terminal performance
weight Qf = diag(10, 0, 10, 10). The difference between
trajectories by application of the linear controller and the
3rd order controller is even more apparent.
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VI. CONCLUSION

We have introduced a new approach for finding the
optimal feedback control for different types of boundary
conditions. Then we have applied our approach to two
extreme cases of boundary conditions (hard constraint prob-
lem and soft constraint problem). It has been formally
proven that our method satisfies the sufficient condition.
Furthermore it relates the HJB sufficient condition to a
solution of necessary conditions for optimality through
generating functions. Our method is advantageous over the
classical dynamical programming approach in that we do
not need to solve the HJ-type PDE repetitively for different
types of boundary conditions. All this implies that the
optimal feedback control problem can be included within
the more fundamental problem of canonical transformations
for Hamiltonian systems.

Our future research will be directed toward the applica-
tion of this approach to more general types of boundary
conditions and a more systematic and efficient numerical
implementation of our approach. We will also explore the
group properties of Hamiltonian systems to search for
additional advantages of our approach.
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