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Abstract— For a class of linear dynamical systems with
unknown parameters a direct model reference adaptive control
framework is developed that provides stable adaptation in the
presence of input constraints. The proposed design method-
ology, termed “positive µ-modification”, protects the control
law from actuator position saturation. Moreover, the design is
Lyapunov based and ensures global asymptotic tracking for
open-loop stable systems. For unstable systems an estimate
for the domain of attraction is derived based on the input
saturation magnitude and system parameters. Simulation of a
benchmark example verifies the theoretical statements.

I. I NTRODUCTION

During the past decade control design in the presence
of input saturation has attracted a vast amount of research
effort (for chronological bibliography see [1]). This is-
sue is especially challenging in adaptive systems, because
continued adaptation during input saturation may easily
lead to instability. In order to overcome the effects of
control saturation during adaptation, a modification to both
the tracking error and the reference model dynamics was
proposed by Monopoli in [2] but without any formal proof
of stability. In [3], a rigorous proof of asymptotic stability
has been laid out for model reference adaptive control
framework, considering an adaptive modification of the ref-
erence model dynamics with a gain proportional to control
deficiency. In the PCH method of Johnson and Calise a fixed
gain adjustment (proportional to control deficiency) to the
reference model was introduced [4]. Adaptive control with
amplitude saturation was also addressed for linear systems
in [5]–[7] and for affine-in-control nonlinear systems in [8].

In this paper, we propose a direct model reference
adaptive control framework (MRAC) that yields stable
adaptation in the presence of input constraints. The nouvelle
design approach is termed “Positiveµ-modification”, or
simply “µ-mod”, and can be viewed as an extension of the
results in [2], [3]. Compared to [2] and [3], the approach
guarantees that the controlwill never incur saturation.
Similar to [3], we show that for open-loop stable (unstable)
systems global (local) stability results are attained. We also
derive an upper bound for the corresponding closed-loop
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system stability domain and prove that it depends upon the
system parameters and control saturation level.

This paper is organized as follows. In Section II we
formulate the design problem for linear in parameters
adaptive control with input saturation. Section III defines
the proposedµ-modification to the adaptive signal and
discusses some of its properties. In Section IV, reference
model dynamics and the classical matching conditions are
formulated. Stability properties of theµ-mod based adap-
tive control are analyzed in Section V. As an application
example, in Section VI we discuss the results for uncertain
linear scalar systems and give specific interpretations of the
conditions of Theorem 5.1. In Section VII, a simulation of a
benchmark example is presented that verifies the theoretical
statements and the benefits of the “µ-mod” based adaptive
control design process. Conclusions, recommendations, and
future research directions are given at the end of the paper.

II. PROBLEM FORMULATION

Let the system dynamics propagate according to the
following differential equation:

ẋ(t) = Ax(t) + bλu(t) (1)

wherex ∈ R
n is the state of the system,A is an unknown

matrix, b is a known constant vector,λ is an unknown
constant of known sign. Without loss of generality let
λ > 0. The control inputu ∈ R is amplitude limited and is
calculated using the following static actuator model:

u(t) = umax sat

(
uc(t)

umax

)

=

{

uc(t), |uc(t)| ≤ umax

umax sgn (uc(t)) , |uc(t)| > umax

(2)

Hereuc(t) is the commanded control input, whileumax > 0
defines amplitude saturation level of the actuator. Rewrite
the system dynamics in (1) in the form:

ẋ(t) = Ax(t) + bλuc(t) + bλ∆u(t) (3)

where∆u(t) = u(t)− uc(t) denotes thecontrol deficiency
due to the actuator amplitude saturation constraint. Consider
the following reference model dynamics, driven by a uni-
formly bounded reference input{r ∈ R : |r(t)| ≤ rmax}:

ẋ∗
m(t) = Amx∗

m(t) + bmr(t) , (4)

In (4), x∗
m ∈ R

n is the state of the reference model,Am

is a Hurwitz matrix. The control design problem, addressed
in this paper, can be stated as follows:



Given reference model (4), define an adaptive control
signal uc(t) and, if necessary, augment the inputr(t) to
the reference model, so that the statex(t) of the system (1)
in the presence of input constraint (2) tracks the statexm(t)
of the augmented reference model asymptotically, while all
the signals in both systems remain bounded.

III. POSITIVE µ-MODIFICATION AND CLOSED LOOP

SYSTEM DYNAMICS

The main challenge in designing an adaptive controller
for the system in (1), (2) is associated with the control
deficiency∆u(t) = u(t)− uc(t) that appears in (3). Using
this signal, in [3] a modification to the reference model
dynamics was suggested and the corresponding direct adap-
tive laws were formulated. Motivated by [3], we propose
yet another control design modification that protects the
adaptive input signal from position saturation. To this end,
choose a constant0 < δ < umax and defineuδ

max =
umax − δ. Then the control deficiency can be represented
as:

∆u(t) = ∆uc(t) + ∆sat(t) (5)

where

∆uc(t) = uδ
maxsat

(
uc(t)

uδ
max

)

− uc(t) (6)

∆sat(t) = umaxsat

(
uc(t)

umax

)

− uδ
maxsat

(
uc(t)

uδ
max

)

(7)

Direct adaptive model reference control withµ-
modification is defined as:

uc(t) = ulin(t) + µ∆uc(t)

ulin(t) = kT
x (t)x(t) + kr(t)r(t) (8)

In (8), ulin(t) denotes the conventional linear in parameters
adaptive control,kx(t) ∈ R

n, kr(t) ∈ R are adaptive gains,
and µ is the design constant. Note that the relation (8)
defines the commanded control inputuc(t) implicitly. Next
we show that explicit solution of the latter can be found.

Lemma 3.1:If µ ≥ 0, then the solution to (8)
is given by a convex combinationof ulin(t) and

uδ
max sat

(
ulin(t)
uδ

max

)

∀t > 0:

uc(t) =
1

1 + µ

(

ulin(t) + µuδ
max sat

(
ulin(t)

uδ
max

))

=







ulin(t), |ulin(t)| ≤ uδ
max

1
1+µ

(
ulin(t) + µuδ

max

)
, ulin(t) > uδ

max
1

1+µ

(
ulin(t) − µuδ

max

)
, ulin(t) < −uδ

max

(9)

Proof. If |uc(t)| ≤ uδ
max, then∆uc(t) = 0, and the first

relationship in (9) immediately takes place. If|uc(t)| >
uδ

max, then using (2) and (8), we get

uc(t) = ulin(t) + µ
(
uδ

max sgn (uc(t)) − uc(t)
)

(10)

or equivalently

uc(t) =
1

1 + µ

(
ulin(t) + µuδ

max sgn (uc(t))
)

=

{
1

1+µ

(
ulin(t) + µuδ

max

)
, uc > uδ

max
1

1+µ

(
ulin(t) − µuδ

max

)
, uc < −uδ

max

(11)

It is easy to see that sinceµ ≥ 0, then the second and the
third lines in the above relationship are equivalent to the
corresponding ones in (9). The proof is complete.

Remark 3.1:The solution given by (9) is valid also for
any µ 6= −1, but in that case theconvexitycondition is
violated. The significance of the latter will be apparent
during the stability proof. Moreover, forδ = 0 settingµ = 0
recovers the adaptive architecture of [3]. On the other hand,
if ulin(t) is uniformly bounded, then asµ tends to infinity,

lim uc(t) = uδ
maxsat

(
ulin(t)
uδ

max

)

. Consequently, settingδ = 0

andµ = ∞ results inuc(t) = umaxsat
(

ulin(t)
umax

)

. The latter
yields exactly the same closed-loop dynamics as does the
linear in parameters adaptive signalulin(t) in [3].

Remark 3.2:From (9), it immediately follows that the
commanded control signal is continuous in time, but not
continuously differentiable. The use of thesat(·) function
in (9) implies that

lim
ulin(t)→uδ

max
−

u̇c(t) = u̇lin(t) ,

lim
ulin(t)→uδ

max
+

u̇c(t) =
1

1 + µ
u̇lin(t)

Another point of u̇c(t) discontinuity exists atuc(t) =
−uδ

max.
Remark 3.3:Solving (8) for ∆uc(t) and substituting

uc(t) from (9), one obtains:

∆uc(t) =
1

1 + µ
∆uδ

lin(t) (12)

where ∆uδ
lin(t) , uδ

max sat
(

ulin(t)
uδ

max

)

− ulin(t). Conse-

quently, if uδ
lin(t) is bounded, then the control deficiency

∆uc(t) is inversely proportional toµ: ∆uc(t) = O(1/µ).
Lemma 3.2:The following inequality is true for allt >

0:

uc(t)∆uc(t) ≤ 0 (13)
Proof. If |uc(t)| ≤ umax, then∆uc(t) = 0, and (13) holds
with the equality sign. If|uc(t)| > umax, then using (2) and
the definition for∆uc(t), we get
{

uc(t) > uδ
max ⇔ ∆uc(t) = uδ

max − uc(t) < 0

uc(t) < −uδ
max ⇔ ∆uc(t) = −uδ

max − uc(t) > 0
(14)

which implies (13). The proof is complete.
Substituting (5) and (8) into (3), yields the following

closed-loop system dynamics:

ẋ(t) = (A + bλkT
x (t))x(t) + bλkr(t)r(t) + bλ∆ulin(t) (15)



where

∆ulin(t)
∆
= ∆uδ

lin(t) + ∆sat(t)

= umaxsat

(
uc(t)

umax

)

− ulin(t) (16)

defines the deficiency of the linear in parameters adaptive
signalulin(t).

IV. A DAPTIVE REFERENCEMODEL

The system dynamics in (15) leads to consideration of
the following adaptivereference model dynamics:

ẋm(t) = Amxm(t) + bm(r(t) + ku(t)∆ulin(t)) (17)

wherexm ∈ R
n is the state of the reference model,Am is

Hurwitz, ku(t) is an adaptive gain to be determined through
stability proof. Comparing (17) with the system dynamics
in (15), assumptions are formulated that guarantee existence
of the adaptive control signal withµ-modification in (8).

Assumption 4.1:(Reference model matching conditions)

∃ k∗
x, k∗

r , k∗
u, bλ(k∗

x)T = Am − A, (18)

bλk∗
r = bm, bmk∗

u = bλ
Remark 4.1:The true knowledge of the gainsk∗

x, k∗
r , k∗

u

is not required, only their existence is assumed. The second
and the third matching conditions in (18) imply thatk∗

rk∗
u =

1.

V. ERRORDYNAMICS AND STABILITY ANALYSIS

Let e(t) = x(t) − xm(t) be the tracking error signal.
Then the tracking error dynamics can be written:

ė(t) = Ame(t) + bλ
(
∆kT

x (t)x(t) + ∆kr(t)r(t)
)

− bm∆ku(t)∆ulin(t) (19)

where ∆kx(t) = kx(t) − k∗
x, ∆kr(t) = kr(t) − k∗

r ,
∆ku(t) = ku(t) − k∗

u denote parameter errors. Consider
the following adaptation laws:

k̇x(t) = −Γxx(t)eT (t)Pb

k̇r(t) = −γrr(t)e
T (t)Pb

k̇u(t) = γu∆ulin(t)eT (t)Pbm (20)

whereΓx = ΓT
x > 0, γr > 0, γu > 0 are corresponding

rates of adaptation. In order to assess the closed-loop system
stability, define the following Lyapunov function candidate:

V = eT (t)Pe(t) + λ
(

∆kT
x (t)Γ−1

x ∆kx(t) (21)

+γ−1
r (∆kr(t))

2
)

+ γ−1
u (∆ku(t))2

whereP = PT > 0 solves the algebraic Lyapunov equation

AT
mP + PAm = −Q (22)

for arbitrary Q > 0. The time derivative of the candidate
Lyapunov function in (21) along the system trajectories
(19), (20) is:

V̇ (t) = −eT (t)Qe(t) ≤ 0 (23)

Hence the equilibrium of (19), (20) is Lyapunov sta-
ble, i.e. the signalse(t), ∆kx(t), ∆kr(t), ∆ku(t) are
bounded. Consequently, there exist∆kmax

x , ∆kmax
r , such

that ‖∆kx(t)‖ < ∆kmax
x , |∆kr(t)| < ∆kmax

r = α∆kmax
x ,

∀t > 0, whereα =
√

γr/λmin(Γx).
For the statement of our main result introduce the follow-

ing notations:ρ = λmax(P )
λmin(P ) , κ =

∣
∣
∣λmin(Q)−2λ‖Pb‖‖k∗

x‖
∣
∣
∣,

% = rmax

umax

.
Theorem 5.1:For A and b in (1), umax in (2), k∗

x, k∗
r

in (18) andP and Q in (22), assume that the maximum
amplitude of the reference signalrmax is chosen such that:

rmax <
λmin(Q)

|k∗
r |κρ

umax , (24)

and for arbitraryδ > 0 the design parameterµ is selected
to satisfy the lower bound:

µ >
(κ + 2λ‖Pb‖(∆kmax

x + ||k∗
x||)) umax

κδ

+
(∆kmax

r + |k∗
r |)κ rmax

κδ
− 2 (25)

If the system initial condition and the initial value of the
candidate Lyapunov function in (21) satisfy:

xT (0)Px(0) < λmin(P )

[
2λ‖Pb‖

κ
umax

]2

(26)

√

V (0) <

√

λ

λmax(Γx)

(
λmin(Q) − |k∗

r | κρ%

2λ‖Pb‖ + α κρ%

)

(27)

then

• the adaptive system in (19), (20) has bounded solutions
∀r(t), |r(t)| ≤ rmax,

• the tracking errore(t) goes to zero asymptotically,
while

xT (t)Px(t) < λmin(P )

[
2λ‖Pb‖

κ
umax

]2

, ∀t > 0 ,

• |uc(t)| ≤ umax, i.e. the position saturation of the
commanded control signaluc(t) is overly prevented
for all t > 0.

Proof. If ∆u(t) = 0, then the adaptive reference model
dynamics in (17) reduces to the one in (4), leading to the
following form of the error dynamics in (19):

ė(t) = Ame(t) + bλ
(
∆kT

x (t)x(t) + ∆kr(t)r(t)
)

(28)

Since (4) defines a stable reference model, thenx∗
m(t) is

bounded, which together with (23), and using Barbalat’s
lemma, leads to asymptotic convergence of the tracking
error e(t) to zero.

If ∆u(t) 6= 0, then in order to prove asymptotic con-
vergence of the tracking error to zero, one needs to show
additionally boundedness of at least one of the two states:
eitherxm(t) or x(t). To this end, suppose thatA is Hurwitz
matrix and considerW (x) = xT (t)PAx(t) as a candidate
Lyapunov function for the system dynamics, wherePA =



PT
A > 0 solves the algebraic Lyapunov equation (22) for

some positive definiteQ > 0. Since ∆u(t) 6= 0, then
|uc(t)| > umax, u(t) = umaxsgn(uc(t)), and the system
dynamics in (1) becomes:

ẋ(t) = Ax(t) + bλumaxsgn(uc(t)) (29)

Consequently

Ẇ = −xT (t)Qx(t) + 2xT (t)PAbλumaxsgn(uc(t))

≤ −λmin(Q)‖x(t)‖2 + 2umaxλ‖x(t)‖‖PAb‖ (30)

where λmin(Q) is the minimum eigenvalue ofQ. For
asymptotically stable systems it immediately follows that
Ẇ < 0 if ‖x‖ > 2λumax‖PAb‖/λmin(Q). Therefore the
system states remain bounded, and the adaptive laws in (20)
ensure global asymptotic stability of the error dynamics in
(19).

For unstable systems, i.e. whenA is not Hurwitz, add
and subtractbλ(k∗

x)T x(t), to write the system dynamics in
the following form:

ẋ(t) = Amx(t) − bλ(k∗
x)T x(t) + bλumaxsgn(uc(t)) (31)

and consider the following Lyapunov function candidate
W (x(t)) = xT (t)Px(t), whereP = PT > 0 solves the
algebraic Lyapunov equation (22) for some positive definite
Q > 0. ThenẆ (x(t)) can be presented as:

Ẇ (x(t)) = −xT (t)Qx(t) − 2xT (t)Pbλ(k∗
x)T x(t)

+2umaxλ|x
T (t)Pb|sgn(uc(t))sgn(xT (t)Pb) (32)

Consider two possibilities:

1) sgn(uc(t)) = −sgn(xT (t)Pb).
2) sgn(uc(t)) = sgn(xT (t)Pb).

If sgn(uc(t)) = −sgn(xT (t)Pb), then it follows from (32)
that

Ẇ ≤ −λmin(Q)‖x(t)‖2

+ 2λ|xT (t)Pb| (‖k∗
x‖‖x(t)‖ − umax) (33)

If ‖k∗
x‖‖x(t)‖−umax < 0, which is equivalent to‖x(t)‖ <

umax

‖k∗
x
‖ , we haveẆ < 0. If ‖k∗

x‖‖x(t)‖ − umax > 0, which
is equivalent to‖x(t)‖ > umax

‖k∗
x
‖ , the expression in (33)

implies Ẇ ≤ κ‖x(t)‖2 − 2λumax‖x(t)‖‖Pb‖, whereκ has
been defined before the statement of the theorem. Therefore

Ẇ (x(t)) < 0, if x ∈ Ω1
∆
=

{

x| ‖x‖ <
2umaxλ‖Pb‖

κ

}

.

Consider the largest setB1, enclosed inΩ1, whose boundary
forms a level set of the functionW (x(t)):

B1 =

{

x | W (x) ≤ λmin(P )

[
2umaxλ‖Pb‖

κ

]2
}

(34)

It is obvious that for all initial conditions ofx(t) from the
set B1 we haveẆ (x(t)) < 0, implying that the system
states remain bounded.

In the second case, i.e. whensgn(uc(t)) =
sgn(xT (t)Pb), it follows from (32) that

Ẇ ≤ −xT (t)Qx(t) − 2xT (t)Pbλ(k∗
x)T x(t)

+ 2λ|uc(t)||x
T (t)Pb| = −xT (t)Qx(t)

− 2xT (t)Pbλ(k∗
x)T x(t) + 2uc(t)x

T (t)Pbλ

Recalling thatkx(t) = k∗
x + ∆kx(t), kr(t) = k∗

r + ∆kr(t),
sgn(uc(t)) = −sgn(∆uc(t)), substitutinguc(t) from (8),
and following the requirement on the sign ofµ > 0, stated
in Lemma 3.1, we arrive at:

Ẇ ≤ − (λmin(Q) − 2λ∆kmax
x ‖Pb‖) ‖x(t)‖2

+2λ‖Pb‖‖x(t)‖(|k∗
r | + ∆kmax

r )rmax (35)

Notice that sinceV (e,∆kx,∆kr,∆ku) is radially un-
bounded, and its derivative is negativeV̇ (t) < 0, then the
maximal values of all errors, including∆kmax

x ,∆kmax
r , do

not exceed the level set value of the Lyapunov function
V = V0 = V (0). Therefore the assumed inequality (27)
implies that

∆kmax
x <

λmin(Q) − |k∗
r |κρ%

2λ‖Pb‖ + α κρ%
(36)

This in turn guarantees thatλmin(Q)−2λ∆kmax
x ‖Pb‖ > 0.

Consequently, it follows from (35) thaṫW (x(t)) < 0, if

‖x‖ >
2λ‖Pb‖(|k∗

r | + ∆kmax
r )rmax

λmin(Q) − 2λ∆kmax
x ‖Pb‖

Define the ballΩ2 =
{

x| ‖x‖ =
2λ‖Pb‖(|k∗

r
|+∆kmax

r
)rmax

λmin(Q)−2λ∆kmax
x

‖Pb‖

}

,
and the smallest setB2 that enclosesΩ2, the boundary of
which is a level set of the Lyapunov functionW (x(t)):

B2 =

{

x|W ≤ λmax(P )

[
2λ‖Pb‖(|k∗

r | + ∆kmax
r )rmax

λmin(Q) − 2λ∆kmax
x ‖Pb‖

]2
}

By rearranging the terms in (36), it follows that
√

λmax(P )
(|k∗

r | + ∆kmax
r )rmax

λmin(Q) − 2λ∆kmax
x ‖Pb‖

<
√

λmin(P )
umax

κ

and consequentlyB2 ⊂ B1, implying that the annulus region
B1 \ B2 6= Ø. Thus, our analysis of the closed-loop system
dynamics reveals that when∆u(t) 6= 0, there always exists
a non-emptyannulus region

2λ‖Pb‖(|k∗
r | + ∆kmax

r )rmax

λmin(Q) − 2λ∆kmax
x ‖Pb‖

< ‖x‖ <
2umaxλ‖Pb‖

κ
(37)

such thatẆ (x(t)) < 0 holds ∀x satisfying (37). In other
words, asymptotic convergence of the tracking error to zero
and boundedness of all the signals are guaranteed as long
as the system initial conditions satisfy (26) and the initial
parameter errors comply with (27).

It remains only to show that the control signal will never
incur saturation. To this end, notice that from (12) it follows
that ∆uc(t) can be upper bounded

|∆uc(t)| ≤
|∆uδ

lin(t)|

1 + µ

≤
uδ

max + (∆kmax
x + ||k∗

x||)||x|| + (∆kmax
r + |k∗

r |)rmax

1 + µ



By definition ∆uc(t) = uδ
maxsat

(
uc(t)
uδ

max

)

− uc(t). Hence

|∆uc(t)| ≥ |uc(t)| −
∣
∣
∣uδ

maxsat
(

uc(t)
uδ

max

) ∣
∣
∣, and consequently

|uc(t)| ≤ uδ
max+ C

1+µ
, whereC = uδ

max+ 2λ‖Pb‖
κ

(∆kmax
x +

||k∗
x||)umax + (∆kmax

r + |k∗
r |)rmax. For a givenδ > 0, if

one choosesµ > 0 to satisfyC/(1+µ) < δ, then|uc(t)| <
umax. Recalling thatuδ

max = umax − δ, one arrives at (25).
Remark 5.1:Using explicit definition ofuc(t) in (9), one

can compute its time derivative for|uc(t)| > uδ
max:

u̇c(t)
∣
∣
∣
|uc(t)|>uδ

max

=
u̇lin(t)

1 + µ
(38)

Since u̇c(t) is of order1/(1 + µ), then the actuator limits
can be enforced through the choice ofµ, by controlling the
time derivativeu̇c(t).

Remark 5.2:Notice that if one choosesδ ≤ umax

2 , then
from (2) one can deduce a less conservative lower bound for
µ than the one in (25). Indeed, it is easy to verify that if
µ ≥

2λ‖Pb‖(∆kmax

x
+||k∗

x
||)umax+(∆kmax

r
+|k∗

r
|)κ rmax−κ umax

κδ
,

then0 < |uc(t)| ≤ umax for all t > 0.
Remark 5.3:Inequality in (24) ensures that the numera-

tor in (27) is positive.
Remark 5.4:Theorem 5.1 implies that if the initial con-

ditions of the state and parameter errors lie within certain
bounds, then the adaptive system will have bounded solu-
tions. The local nature of the result forunstablesystems is
due to the static actuator model constraints (2) imposed on
the control input. For open-loop stable systems the results
are global.

Remark 5.5:The condition in (27) can be viewed as an
upper bound forα, which limits the choice of the adaptation
gainsΓx andγr.

Remark 5.6:Remark 3.3 allows to estimate the change
between the adaptive reference model (17) and the ideal
one (4). Let∆e(t) = x(t) − x∗

m(t) define the difference
between the system state and the ideal reference model
in (4), and let e∗(t) = x∗

m(t) − xm(t). Then ė∗(t) =
Ame∗(t) − bmku(t)∆ulin(t). Notice that ∆e(t) can be
presented as:∆e(t) = e(t) − e∗(t). Consequently

∆ė(t) = Ame(t) + bλ
(
∆kT

x (t)x(t) + ∆kr(t)r(t)
)

−bm∆ku(t)∆ulin(t) − Ame∗(t) + bmku(t)∆ulin(t)

From Theorem 6.1 it follows that the tracking error
e(t) goes to zero asymptotically. From Barbalat’s lemma
it follows that ė(t) → 0 as t → ∞. This con-
sequently implies thatbλ

(
∆kT

x (t)x(t) + ∆kr(t)r(t)
)
−

bm∆ku(t)∆ulin(t) → 0 as t → ∞. Therefore

∆ė(t) = Am∆e(t) + ε(t) + bmku(t)∆ulin(t) (39)

In (39), ε(t) = o(1) as t → ∞. Hence, there exists
εmax ≥ 0, such thatmax0≤τ≤t ‖ε(τ)‖ ≤ εmax, ∀t ≥ t0.
The solution of (39) is given by:

∆e(t) = exp(Amt)∆e(0)

+

∫ t

0

exp(Am(t − τ))
(

ε(τ) + bmku(t)∆ulin(t)
)

dτ

From (16), notice that

|∆ulin(t)| = |∆uδ
lin(t) + ∆sat(t)|

=
∣
∣
∣

1

1 + µ

(

uδ
maxsat

(
uc(t)

uδ
max

)

− umaxsat

(
uc(t)

umax

)

︸ ︷︷ ︸

−∆sat(t)

+umaxsat

(
uc(t)

umax

)

− uc(t)

︸ ︷︷ ︸

0

)

+ ∆sat(t)
∣
∣
∣

= | − µ∆sat(t)| ≤ µδ (40)

Let ω denote any negative number which is larger than the
maximum of the real parts of the eigenvalues of the Hurwitz
matrixAm. Then the following upper bound can be derived:

‖∆e(t)‖ ≤ ‖∆e(0)‖ exp(−|ω|t) + [1 − exp(−|ω|t)]

×
‖bm‖(|k∗

u
|+∆kmax

u
)µδ+εmax

|ω| ≤ exp(−|ω|t)
[

‖∆e(0)‖

−
‖bm‖(|k∗

u
|+∆kmax

u
)µδ+εmax)

|ω|

]

+
‖bm‖(|k∗

u
|+∆kmax

u
)µδ+εmax)

|ω|

As t → ∞, the first term in this upper bound diminishes,
and therefore‖∆e(t)‖ ≤ o(1)+

‖bm‖(|k∗
u
|+∆kmax

u
)µδ+εmax)

|ω| .

VI. µ-MOD BASED ADAPTATION FOR SCALAR SYSTEMS

In order to get further insight into the proposedµ-
mod based adaptive control design and the Theorem 5.1
conditions, we consider scalar linear systems of the form:

ẋ(t) = ax(t) + bu(t) (41)

wherex ∈ R is the state of the system,a andb are unknown
constants,sgn(b) is known, andu ∈ R is the control input,
subject to the static actuator constraint (2). Theµ-mod
based adaptive signal is defined similar to (8). At the same
time, the adaptive reference model dynamics is formed:
ẋm(t) = amxm(t) + bm(r(t) + ku(t)∆ulin(t)), am < 0.
Similar to (20), the following adaptation laws are chosen:
k̇x(t) = −γxx(t)e(t)sgn(b), k̇r(t) = −γrr(t)e(t)sgn(b),
k̇u(t) = γu∆ulin(t)e(t)bm. Define the error signale(t) =
x(t)−xm(t) and consider the following Lyapunov function:

V (e(t),∆kx(t),∆kr(t),∆ku(t)) (42)

= e2(t) +
(
γ−1

x ∆k2
x(t) + γ−1

r ∆k2
r(t)

)
|b| + γ−1

u ∆k2
u(t)

The sufficient conditions (24), (26), and (27) in Theorem
5.1 can now be formulated for scalar linear systems.

Theorem 6.1:For a and b in (41), andumax in (2), let

rmax be chosen such thatrmax <
|am|

|bm|

|b|

|a|
umax and the

design parameterµ be selected to satisfy the lower bound:

µ >
(1+(∆kmax

x
+||k∗

x
||)

|b|
|a| )umax+(∆kmax

r
+|k∗

r
|) rmax

δ
− 2. If

the system initial condition and Lyapunov function in (42)
satisfy:

|x(0)| <
|b|

|a|
umax,

√

V (0) <

√

|b|

γx

(

|am| − |k∗
r ||a|

rmax

umax

α|a| rmax

umax

+ |b|

)



whereα = γr/γx, then the adaptive system has bounded
solutions∀r, |r(t)| ≤ rmax, and the tracking errore(t) goes
to zero asymptotically.
For the scalar systems, the annulus region (37) becomes:

(
(∆kmax

r + |k∗
r ) |rmax

|am| − |b|∆kmax
x

)

|b| ≤ |x| ≤
umax|b|

|a|

VII. S IMULATIONS

In this section, the proposedµ-mod based design method-
ology is demonstrated using the first order systemẋ =
0.5x + 2u, subject to the following actuator constraint
umax = 0.47. A positive constantδ is set to 20% of the
actuator position limit, that is:δ = 0.2umax. The reference
model withoutµ-modification is given aṡxm = −6xm +6r
along with the reference inputr = 0.7(sin(2t)+sin(0.4t)).
Both, the system and the reference model are initialized at
zero. The adaptation rates are selected asγx = 1, γr =
1, γu = 1. Figs. 1(a)-1(d) demonstrate the closed-loop
tracking performance for various values ofµ. As expected,
the plots indicate that large values ofµ result in large
changes to the reference model dynamics. At the same time,
Figs. 2(a)-2(d) demonstrate that by choosingµ large enough
the control deficiency is reduced, thus completely avoiding
control saturation phenomenon. Consequently, the design
constantµ can be viewed as a tuning “knob” that allows
for a trade-off between the adaptive changes to the adaptive
reference model and a protection against saturating actuator
position which is required for tracking the model.

VIII. C ONCLUSIONS

A direct adaptive model reference control design method-
ology is developed for uncertain linear systems in the
presence of input constraints and matched uncertainties. The
novel term used in the direct adaptive control architecture
is termedµ-modification. It ensures asymptotic convergence
of the tracking error to zero. For stable systems the obtained
results are global, while for unstable systems an estimate
of the domain of attraction is derived. The output feedback
results can be obtained following the approach of [3].
Extension to nonlinear systems can be done following the
lines of [8] for formulating the error dynamics. Current
efforts are directed towards extension of the results to
multivariable systems with magnitude and rate constrained
control input.
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Fig. 1. Tracking performance for various values ofµ.

0 5 10 15 20 25 30 35 40 45 50
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2
Control: mu = 0

P
os

iti
on

Commanded
Actual

(a) µ = 0

0 5 10 15 20 25 30 35 40 45 50
−1.5

−1

−0.5

0

0.5

1

1.5
Control: mu = 1

P
os

iti
on

Commanded
Actual

(b) µ = 1

0 5 10 15 20 25 30 35 40 45 50
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5
Control: mu = 10

P
os

iti
on

Commanded
Actual

(c) µ = 10

0 5 10 15 20 25 30 35 40 45 50
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5
Control: mu = 100

P
os

iti
on

Commanded
Actual

(d) µ = 100

Fig. 2. Comparison of the control deficiency for various values of µ.
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