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Abstract— In this paper we study how a system with a time-
periodic impulse response may be expanded into a sum of
modulated time-invariant systems. This allows us to define a
linear frequency-response operator for periodic systems,called
the harmonic transfer function (HTF). Similar frequency-
response operators have been derived before for sampled-data
systems and periodic finite-dimensional state-space systems.
The HTF is an infinite-dimensional operator that captures
the frequency coupling of a time-periodic system. The paper
includes analysis of convergence of truncated HTFs. For this
reason the concepts of input/output roll-off are developedand
related to time-varying Markov parameters.

I. I NTRODUCTION

A. Notation

Signals defined in continuous time on an intervalI will
belong to the spacesL1(I) or L2(I). The standard norms
on these spaces will be denoted by‖·‖L1(I)

and ‖·‖L2(I)
.

We will denote square-summable sequences by`2, and the
norm by‖·‖`2

. R denotes the real axis,R+ the non-negative
real axis, andZ the set of all integers.j is the imaginary
unit, and jR is the imaginary axis.

B. Problem Formulation

In this paper we study linear operatorsG defined on
signalsu in L2:

y = Gu.

We will restrict ourselves to the set of bounded operators
G. The set of bounded operators will be denoted byL∞ and
has a finiteL2−induced norm:

‖G‖L∞
= sup

‖u‖L2
≤1
‖Gu‖L2

. (1)

The norm (1) may be computed in many ways depending
on how G is represented. If, for example, there exists a
finite-dimensional state-space realization ofG, solutions to
certain Riccati equations can be used. In this paper we
pursue frequency-domain methods.

We assume in the following that the givenG is bounded
(1) and has a representation in the time domain with a
causalimpulse responseg(t,τ) (g(t,τ) = 0 for t < τ):

y(t) =

∫ t

−∞
g(t,τ)u(τ)dτ, (2)
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whereu(t) and y(t) belong toL2(−∞,∞) = L2(R). Condi-
tions for whenG can be represented as an integral equation
(2) is given in, for example, Sandberg [1], [2].

If there is a real positive numberT such that

g(t +T,τ +T) = g(t,τ), for all t ≥ τ, (3)

then the operator (or the system it represents) is said to
be periodic with period T. We will obtain a frequency-
domain representation of periodic systemsG, originally
represented in time (2). The search for a frequency-domain
representation is motivated by the fact that frequency do-
main methods are very successful in the study of time-
invariant systems, i.e. systems whose impulse response
satisfyg(t,τ) = g(t − τ), for all t ≥ τ.

C. Previous Work

The study of periodic systems has a long history in
applied mathematics and control. One reason for the many
studies of periodic systems is that natural and man-made
systems often have the periodicity property (3). Some
examples are: planets and satellites in orbit, rotors of
wind mills and helicopters, sampled-data systems, and AC
power systems. An excellent survey of periodic systems and
control is that of Bittanti and Colaneri [3].

Frequency-domain analysis of linear time-periodic sys-
tems in continuous time has been studied by several authors
in the past. To the authors’ best knowledge Wereley in [4]
computed the first frequency-response operator for linear
periodic finite-dimensional state-space systems. He called
the operator theharmonic transfer function(HTF). It is
computed by using harmonic balance on a state-space sys-
tem, i.e., periodic matrices are expanded into Fourier series
and the harmonics are equated. The HTF is an infinite-
dimensional operator, but it was shown in [4] in several
numerical examples that by truncating higher harmonics one
often obtains good accuracy. In the following we will use
Wereley’s term for the frequency-response operator, that is,
the harmonic transfer function. This is well motivated as
the frequency-response operator in the following work in
the same way, even though it is derived under different
conditions and is computed differently.

Some existence questions were left untreated by Wereley,
so Zhou et al. have written a series of papers, including [5],
[6], where they have proved such results. To compute the
HTF in the original definition, the inverse of an infinite-
dimensional quasi-Toeplitz matrix is needed. It is nontrivial
to prove convergence of simple truncations of such matrices,
so Zhou et al. first applied the Floquet decomposition on
the periodic system. After a Floquet decomposition has been
applied the inverse is simple to compute. The drawback with



this method is that the Floquet decomposition may be hard
to obtain in practice.

Möllerstedt and Bernhardsson used the HTF for the
modeling of power systems and converters. In [7], [8] they
showed that the frequency-response operator also could be
computed from the impulse response of a system. The main
objectives in [7], [8] are modeling and to show that the
suggested methods work well, so convergence and existence
questions are not considered there. The objective of this
paper is to provide this justification.

Sampled-data systems is a closely related area where a lot
of work has been done. Sampled-data systems are periodic
systems of a special structure. To obtain the frequency
response usually two approaches are taken: the lifting or the
steady-state input-output approach. The lifting approachis
used in for example Bamieh et al. [9] or Yamamoto et al.
[10]. The steady-state approach is used in for example Araki
et al. [11] or Dullerud [12]. The frequency-response oper-
ator derived in [11] (called the FR operator) has the same
form as the HTF. One can show that the two approaches
mentioned above are equivalent, see Yamamoto et al. [13].
A nice property of sampled-data systems is that closed-form
solutions often are obtained. This is not the case for generic
periodic systems. The literature on sampled-data systems is
vast and many more good references could be mentioned.

A more general study of frequency-domain representa-
tions of time-varying linear systems has also been presented
in Ball et al. [14].

D. Contribution and Organization

This paper is certainly not the first paper on frequency-
response operators for time-periodic systems. The main
contribution of this paper is a detailed computation of
the harmonic transfer function from the impulse response
and an extensive analysis of the convergence of square
truncation of the HTF. In section II we define input and
output roll-off and relate these concepts to time-varying
Markov parameters. In section III we expand the periodic
impulse response into a Fourier series. In section IV we
apply the Fourier transform to the Fourier series from
section III and obtain the harmonic transfer function. We
also see that input and output roll-off give convergence rates
for square truncations.

II. PROPERNESS ANDROLL-OFF

Our goal is a frequency-domain description ofG, and we
will many times represent the input signalu(t) and output
signal y(t) in L2(R), by their Fourier transforms ˆu( jω)
and ŷ( jω). ω is the angular frequency. This presents no
problems asL2(R) is isomorphic withL2( jR) under the
Fourier transform, see Dym and McKean [15]. We define

the norms as follows

‖u‖L2
= ‖u(·)‖L2(R) =

(

∫ ∞

−∞
|u(t)|2dt

)1/2

(4)

= ‖û(·)‖L2( jR) =
1√
2π

(

∫ ∞

−∞
|û( jω)|2dω

)1/2

, (5)

and the equality of (4) and (5) follows from Plancherel’s
theorem.

We will truncate the representations of signals and sys-
tems, and therefore it will be interesting to study how the
systems treat high-frequency signals. Hence a projection
operator which we callPΩ is defined. Its representation in
the frequency domain is given by

ŷΩ( jω) = (̂PΩy)( jω) =

{

ŷ( jω), |ω | ≤ Ω,

0, |ω | > Ω.
(6)

Notice that PΩ is not causal in the time domain, and
‖PΩ‖L∞

= 1. It is also convenient to defineQΩ = I −PΩ. In
order for a truncated system to be a good approximation we
need some sort of roll-off, corresponding to strict properness
for linear time-invariant systems, see Zhou [16]. We call a
system strictly proper if

‖G−PΩ1
GPΩ2

‖L∞
→ 0 as Ω1,Ω2 → ∞.

To give sufficient conditions for properness we first notice
that we can decompose the problem into two separate
problems:

‖G−PΩ1
GPΩ2

‖L∞
≤ ‖(I −PΩ1

)G‖L∞
+‖G(I −PΩ2

)‖L∞
.

Definition 1 (Möllerstedt [7]): If for a systemG ∈ L∞
there are positive constantsC1 andk1 such that

‖(I −PΩ)G‖L∞
≤C1 ·Ω−k1,

then G is said to haveoutput roll-off k1, and if there are
positive constantsC2 andk2 such that

‖G(I −PΩ)‖L∞
≤C2 ·Ω−k2,

thenG is said to haveinput roll-off k2.
For systems with output roll-offk1 and input roll-offk2 we
have strict properness and the following rate of convergence
for truncated operatorsPΩ1

GPΩ2
:

‖G−PΩ1
GPΩ2

‖L∞
≤C1 ·Ω

−k1
1

+C2 ·Ω
−k2
2

. (7)

For time-invariant systems we have the following propo-
sition:

Proposition 1: If G has a time-invariant impulse re-
sponse, that isg(t,τ) = g(t− τ) for all t ≥ τ, then if it has
output roll-offk1, it also has input-roll offk1, and vice versa.
If |ĝ( jω)| ≤C · |ω |−k thenC1 = C2 = C andk1 = k2 = k.

Proof: Follows directly from Definition 1 and that
GQΩ = QΩG for time-invariantG.

For time-varying impulse responses, input and output roll-
off are more difficult to check. However, by making certain
expansions of (2) we can state necessary and sufficient



conditions for roll-off. For simplicity we assume that the
impulse response belongs toC m in the region t > τ,
i.e., the impulse response ism times continuously differ-
entiable. Furthermore, we assume that all the derivatives
have uniform exponential decay. Using integration by parts
repeatedly on the relation (2) for inputs with support in
[α,t] we obtain the following expansion:

y(t) = g(t,t)
u(t)

p
−g′τ(t,t)

u(t)
p2 + . . .

(−1)m−1g(m−1)
τ (t,t)

u(t)
pm +(−1)m

∫ t

α
g(m)

τ (t,τ)
u(τ)

pm dτ.

(8)

By making a similar expansion of the adjoint operatorG∗

we obtain the expansion:

y(t) =
1
p

g(t,t)u(t)+
1
p2g′t(t,t)u(t)+ . . .

+
1
pmg(m−1)

t (t,t)u(t)+
1
pm

∫ t

α
g(m)

t (t,τ)u(τ)dτ. (9)

Here u(t)/pk is the k-times integration operator:
∫ t

α · · ·∫ t2
α u(t1)dt1 · · ·dtk, g(k)

τ (t,τ) = ∂ kg(t,τ)/∂τk, and
g(k)

t (t,τ) = ∂ kg(t,τ)/∂ tk. For details see [17]. The
coefficients in the expansions are the time-varying Markov
parameters:

Definition 2 (Output and Input Markov Parameters):
For a system with impulse responseg(t,τ) the output
Markov parametersare defined as

{

g(t,t), g′t(t,t), g′′t (t,t), . . .
}

, (10)

and theinput Markov parametersare defined as
{

g(t,t), −g′τ(t,t), g′′τ (t,t), . . .
}

. (11)
These coefficients coincide with the regular Markov pa-

rameters,{g(0),g′(0),g′′(0), . . .} for time-invariant impulse
responses.

Theorem 1 (Markov Parameters and Roll-off):Assume
thatg(t,τ) belongs toC m in t > τ, that all them derivatives
of the impulse response have uniform exponential decay,
and thatm> max{k1,k2}. ThenG has

i) output roll-off k1, if and only if thek1−1 first output
Markov parameter are zero for allt

ii) input roll-off k2, if and only if the k2 − 1 first input
Markov parameter are zero for allt
Proof: We first show the sufficiency of i). If the first

k1 − 1 output Markov parameters are zero we have the
following expansion ofQΩG using (9):

y(t) =
QΩ
pk1

(

g(k1−1)
t (t,t)u(t)+

∫ t

−∞
g(k1)

t (t,τ)u(τ)dτ
)

.

The first factor has the Fourier transform 1/( jω)k1 for |ω |>
Ω and is zero otherwise. Its inducedL2-norm is then 1/Ωk1.
The second factors has an inducedL2-norm of C1 < ∞ as

TABLE I

INPUT AND OUTPUTMARKOV PARAMETERS OF TIME-VARYING

STATE-SPACE SYSTEMS.

# Input Markov parameter Output Markov parameter
0. D(t) D(t)
1. C(t)B(t) C(t)B(t)
2. C(t)[A(t)B(t)−B′(t)] [C′(t)+C(t)A(t)]B(t)
3. C(t)[B′′(t)−2A(t)B′(t) [C′′(t)+2C′(t)A(t)

−A′(t)B(t)+A2(t)B(t)] +C(t)A′(t)+C(t)A2(t)]B(t)

all the derivatives of the impulse response have uniform
exponential decay. Hence we have

‖y‖L2

‖u‖L2

≤ ‖QΩG‖L∞
≤ C1

Ωk1

and it follows thatG has output roll-offk1. The sufficiency
of ii) follows similarly using (8) instead of (9).

To prove the necessity of i) and ii) we choose a special
input signalu. One can choose a modulated Gaussian pulse
of frequencyΩ. See [17] for details.

Example 1 (Finite-Dimensional State-Space Models):A
time-varying system with a finite-dimensional state-space
realization can be written as

ẋ(t) = A(t)x(t)+B(t)u(t)

y(t) = C(t)x(t)+D(t)u(t).
(12)

We assume that all matrices are bounded and as differen-
tiable as is required. The impulse response of the system is
given by g(t,τ) = C(t)ΦA(t,τ)B(τ)+ D(t)δ (t − τ), where
ΦA is the transition matrix for ˙x(t) = A(t)x(t). The first few
Markov parameters are given in Table I. Notice how the
parameters reduce to the well-known Markov-parameters
of time-invariant systems, that isD,CB,CAB,CA2B, . . .

III. F OURIER EXPANSIONS OFPERIODIC SYSTEMS

Until now we have only represented a systemG in
L∞ with a convolution integral in the time-domain. For
time-invariant systems it is well known that convolution
becomes simple multiplication if we represent signals and
systems in the frequency domain. We now look for an
analogous frequency-domain representation of linear time-
periodic systems. For reasons that will become clearer later
it simplifies to consider systems in a setB. The setB is
defined as

B = {G : ‖G‖B < ∞ , g(t,τ) is T-periodic and causal}
(13)

where

‖G‖B =
∞

∑
k=0

(

∫ (k+1)T

r=kT

∫ T

t=0
|g(t,t − r)|2dt dr

)

1
2

. (14)

‖·‖B is a combination of a Hilbert-Schmidt norm and an
`1-norm.

If G has a causal periodic impulse response then for every
given r ∈ R+, the impulse responseg(t,t− r) is T-periodic



in t. For G ∈ B, g(·, · − r) belongs toL2[0,T] for almost
all r ∈ R+. This follows from Fubini’s theorem (see for
example Dym and McKean [15]). Hence, for almost allr
we can expand the impulse response in a Fourier series with
convergence inL2[0,T]:

g(t,t− r) =
∞

∑
l=−∞

gl (r)e
jl ω0t , (15)

where

gl (r) =
1
T

∫ T

0
e− jl ω0tg(t,t − r)dt (16)

andω0 = 2π/T. We summarize the properties of the setB
in the following proposition:

Proposition 2 (The set B):For a systemG in B it holds
that

i)
‖G‖L∞

= sup
‖u‖L2

≤1
‖Gu‖L2

≤ 2‖G‖B,

and thusB is a subset ofL∞
ii) the time-invariant Fourier coefficients are summable

and square-summable:

gl (·) ∈ L1[0,∞)∩L2[0,∞)

for all l ∈ Z.
Proof: i): In [7] it shown that

‖G‖L∞
≤

∞

∑
k=0

(

∫ (k+1)T

kT

∫ T

0
|g(t,τ)|2dτdt

)1/2

by using lifting on (2). By then using (3) and the triangular
inequality, i) follows.

ii): Follows by noticing that

|gl (r)|2 ≤
1
T

∫ T

0
|g(t,t − r)|2dt,

for all l . By then using the definition of theB-norm and the
Cauchy-Schwarz inequality ii) follows.

Notice that‖G‖B might be a very poor upper estimate of
‖G‖L∞

, so the norm is not used for explicit calculations.
The reason for introducing the setB is that it simplifies the
Fourier analysis. The setB is not empty:

Example 2 (Exponentially stable systems are in B):All
periodic systems that are uniformly exponentially stable,
i.e. there are positive constantsK,κ such that

|g(t,τ)| ≤ K ·e−κ(t−τ), t ≥ τ

are inB. Hence, the systems considered in Theorem 1 are
in B.

Next we see how truncated Fourier expansions of systems
in B behave. The following lemma proves convergence:

Lemma 1 (Truncated Fourier representations):A trun-
cated Fourier expansion ofG in B with N frequencies is
defined as

GN : gN(t,τ) =
N

∑
l=−N

gl (t − τ)ejl ω0t ,

whereτ = t − r. It has the following properties:

i) GN belongs toB.
ii) ‖G−GN‖L∞

≤ 2‖G−GN‖B → 0 asN → ∞.
Proof: See Appendix.

A. Frequency Coupling and Steady-State Response

To see the difference between a time-invariant and a
time-periodic system it is instructive to study the steady-
state response to a harmonic input signal,u(t) = ejωt with
frequencyω . For time-invariant systems it is well known
that the output also is a harmonic of the same frequency.
This is, however, not the case for time-periodic systems. If
we for simplicity study a finite Fourier expansion ofG, we
obtain

yN = GNejωt =

∫ t

−∞

(

N

∑
l=−N

gl (t − τ)ejl ω0t

)

ejωτ dτ

=
N

∑
l=−N

ĝl ( jω)ej(lω0+ω)t

(17)

This shows that the response includes a whole range
of frequencies, with a difference ofω0. This is a well-
known property of linear periodic systems, see for example
Wereley [4] or Zhou et al. [5]. Hence these systems have
frequency coupling. It also shows that a frequency-domain
approach could be successful, as there is still a fairly simple
relation between frequencies in input and output.

IV. T HE HARMONIC TRANSFERFUNCTION

By including a sufficient amount of frequencies in the
Fourier expansionGN of G, we can come arbitrarily close
to G itself in L∞−sense. LetyN = GNu and y = Gu, then
from (2) and Lemma 1 we have

yN(t) =
∫ t

−∞

(

N

∑
l=−N

gl (t − τ)ejl ω0t

)

u(τ)dτ

=
N

∑
l=−N

[gl (·)ejl ω0· ∗u(·)ejl ω0·](t)

(18)

where∗ is the standard convolution product. By applying
the Fourier transform on (18) we get

ŷN( jω) =
N

∑
l=−N

ĝl ( jω − jl ω0)û( jω − jl ω0). (19)

The Fourier transform ofgl (t), denoted by ˆgl ( jω), is
well defined by Proposition 2 ii), and even bounded and
continuous for allω asgl ∈ L1, see [15]. By Lemma 1 ii)
and Plancherel’s theorem, we know that ˆyN( jω) converges
to ŷ( jω) in L2( jR) asN → ∞. Therefore we can putN = ∞
in (19) if we mean convergence inL2−sense, and not
pointwise convergence.

In Araki et al. [11] the Sample-Data(SD)-Fourier trans-
form was defined, and it is also useful here. The SD-
transform is an isometric isomorphism betweenL2( jR) and
a Hilbert space we denote byLZ

2( jI0). It maps the Fourier
transform into an infinite-dimensional column-vector-valued



function. The SD-transform of ˆu( jω) is denoted byÛ( jω)
and is defined as

Û( jω) =
[

. . . û( jω + jω0) û( jω) û( jω − jω0) . . .
]T

.

As the vector contains repeated versions of ˆu( jω), it is
enough to definêU( jω) for ω ∈ I0 = (−ω0/2,ω0/2] to be
able to take the inverse SD-transform. We define the norm
in LZ

2( jI0) as

‖Û(·)‖LZ
2 ( jI0)

=
1√
2π

(

∫

I0
‖Û( jω)‖2

`2
dω
)1/2

=
1√
2π

(

∫

I0

∞

∑
k=−∞

|û( jω + jkω0)|2dω

)1/2

.

(20)

For signalsu ∈ L2, we now have three representations:
u(t), û( jω), and Û( jω). In fact, the following extended
Plancherel’s theorem is true:

‖u‖L2
= ‖u(·)‖L2(R) = ‖û(·)‖L2( jR) = ‖Û(·)‖

LZ
2( jI0)

. (21)

If u has finiteL2-norm, thenÛ( jω) is in `2 (its elements are
square summable) for almost allω ∈ I0, that is‖Û( jω)‖`2

<

∞ almost everywhere.
We can write (19) whenN = ∞ in matrix-vector form

using the SD-transform:

Ŷ( jω) = Ĝ( jω)Û( jω), ω ∈ I0 = (−ω0/2,ω0/2]. (22)

whereĜ( jω) is equal to:






















. . .
. . .

. . .
. . . ĝ0( jω + jω0) ĝ1( jω) ĝ2( jω − jω0)
. . . ĝ−1( jω + jω0) ĝ0( jω) ĝ1( jω −ω0)

. . .

ĝ−2( jω + jω0) ĝ−1( jω) ĝ0( jω − jω0)
. . .

. . .
. . .

. . .























.

We call Ĝ( jω) the harmonic transfer function(HTF) of G.
This was the term used by Wereley in [4]. A similar object
was called the FR operator by Araki et al. in [11] in the
case of sampled-data systems. The difference between these
efforts is the way the elements of̂G( jω) are computed. In
the sampled-data case explicit formulas are given in [11].
In the time-periodic state-space case formulas are given in
[4], [5], and in the impulse response case formulas are given
here.

We may now state the counterpart of Theorem 4 and 5
in Araki et al. [11]. A similar result for time-periodic state-
space systems is derived by Wereley and Zhou et al. in [4],
[6]. We include it here also as it is a useful result in the
following.

Theorem 2 (L∞-norm formula): For linear periodic sys-
temsG in B, we can define the HTF̂G( jω) as above, and
for any input signalu∈ L2 it holds that

‖y‖2
L2

=
1

2π

∫

I0

‖Ŷ( jω)‖2
`2

dω

=
1

2π

∫

I0

‖Ĝ( jω)Û( jω)‖2
`2

dω .
(23)

Ĝ( jω) is a bounded operator oǹ2 for almost allω in I0
and

‖G‖L∞
= ess sup

ω∈I0

‖Ĝ( jω)‖∞, (24)

where‖·‖∞ represents the induced̀2−norm.
Proof: Very similar to the proof of Theorem 5 in Araki

et al. [11].

A. Computation and Truncation of HTFs

To compute the norm (1) of a systemG∈ L∞ with roll-
off, the following observation, which follows directly from
(7), is useful

0≤ ‖G‖L∞
−‖PΩ1

GPΩ2
‖L∞

≤C1 ·Ω
−k1
1

+C2 ·Ω
−k2
2

. (25)

Theorem 2 gives us a way to compute the inducedL2-
norm, given a HTFĜ( jω). It is not essential that̂G( jω)
corresponds to a causal operator in time for (24) to hold, it
is true for every frequency-domain relation (22). Hence we
can apply it to the approximationPΩ1

GPΩ2
. The central ele-

ment of the HTF ofPΩ1
GPΩ2

becomes a finite-dimensional
matrix:

Corollary 1: If G ∈ B, Ω1 = (N1 + 1/2)ω0, and Ω2 =
(N2 + 1/2)ω0 then the HTF ofPΩ1

GPΩ2
is given by the

matrix Ĝ
(N1,N2)

( jω):



















ĝN1−N2
( jω + jN2ω0) . . . ĝN1+N2

( jω − jN2ω0)

...
...

ĝ−N2
( jω + jN2ω0) . . . ĝN2

( jω − jN2ω0)

...
...

ĝ−N1−N2
( jω + jN2ω0) . . . ĝ−N1+N2

( jω − jN2ω0)



















,

of dimension(2N1 +1)× (2N2+1).
Hence we can represent a linear periodic system inB ar-
bitrarily well with finite-dimensional matrices and compute
its norm as

‖PΩ1
GPΩ2

‖L∞
= max

ω∈I0
σ
(

Ĝ(N1,N2)( jω)
)

, (26)

whereσ(·) is the maximum singular value of a matrix. The
maximum is indeed obtained in (26) as the elements are
continuous by Proposition 2 ii). By griding the frequency
interval I0 and by computing the maximum singular value
we get an estimate of‖G‖L∞

, and the rate of convergence
depends upon the roll-off ofG according to (25). Square
truncations of the frequency-response operator are com-
monly used to estimate the norm of a system, see for
example [6], [11]. In [11] the rate of convergence was
shown to be bounded byK ·N−1/2 for (2N+1)× (2N+1)
matrices and some constantK. We now see that by checking
the Markov parameters we can improve this bound.

As we can approximate the infinite-dimensional HTF
with finite-rank matrices arbitrarily well, it also followsthat
input or output roll-off implies thatĜ( jω) is a compact
operator on`2 for almost all ω . A large output roll-off



means that the operator decays quickly in the up-down
direction, and a large input roll-off means that the operator
decays quickly in the left-right direction

V. CONCLUSION

In this paper we have studied linear time-periodic systems
from a frequency-domain point of view. Previous studies
in this field are often based on a state-space approach, see
Wereley [4] and Zhou et al. [5], whereas we have here taken
an impulse response approach. We have identified a set of
periodic impulse responses, denoted byB, that allow us to
expand the corresponding systems into a sum of modulated
time-invariant systems, with convergence in an inducedL2-
norm sense. We can construct a linear frequency-response
operator for these systems, the harmonic transfer function.
Similar frequency-response operators have appeared before,
in for example [4], [5], [11], but they have been computed
and analyzed differently.

We have put effort into the problem of how truncated
harmonic transfer functions converge. This problem has
been approached by introducing the concepts of input and
output roll-off. For time-invariant systems the input and
output roll-off are identical. Necessary and sufficient roll-
off conditions have been stated in terms of time-varying
Markov parameters. The HTF of a system with roll-off can
be truncated into a finite-dimensional matrix, and explicit
convergence rates have been given.
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APPENDIX

A. Proof of Lemma 1

First introduce the error function

γN(r) =

∫ T

0
|g(t,t − r)−

N

∑
l=−N

gl (r)e
jl ω0t |2dt.

Due to the convergence of the Fourier series (15) it holds
for almost allr that

0≤ . . . ≤ γN(r) ≤ . . . ≤ γ0(r) ≤
∫ T

0
|g(t,t − r)|2dt, (27)

and limN→∞ γN(r) = 0.
i): It holds that

‖G−GN‖B =
∞

∑
k=0

(

∫ (k+1)T

kT
γN(r)dr

)1/2

≤
∞

∑
k=0

(

∫ (k+1)T

kT

∫ T

0
|g(t,t − r)|2dtdr

)1/2

= ‖G‖B,

and statement i) follows.
ii): From (27) and the proof of i) it follows that that
{‖G−GN‖B}∞

N=0 is a bounded decreasing sequence. Hence,
limN→∞‖G−GN‖B do exist.

By definition and interchanging the order of limits we
then have

lim
N→∞

‖G−GN‖B = lim
N→∞

∞

∑
k=0

(

∫ (k+1)T

kT
γN(r)dr

)1/2

=
∞

∑
k=0

(

∫ (k+1)T

kT
lim

N→∞
γN(r)dr

)1/2

= 0.

To justify the interchange of the order of the limit and the
summation, we notice that the sum is uniformly convergent
in N because of (27). The interchange of the order of the
limit and integration is a property of the Lebesgue integral
of decreasing sequences of functions (a.e.), see for example
Exercise 6 at page 10 of Dym and McKean [15]. The final
result follows with the help of Proposition 2.
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