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Abstract— Time-Division Multiple-Access (TDMA) is a
widely used technique for simultaneous utilization of a single
channel by multiple users. In its traditional form, TDMA
suffers from a lack of power-efficiency, which is particularly
damaging in wireless communications. This paper develops
two controlled versions of TDMA, which lead to consider-
able power-efficiency improvements without a loss in average
throughput for all users. The first one provides at least 11 dB

improvement in comparison with traditional TDMA but lacks
location-fairness. The second, which is an adaptive version
of the first, provides at least 5 dB improvement along with
excellent location-fairness.

I. INTRODUCTION

Time-Division Multiple-Access (TDMA), whereby each
user is assigned a particular time slot to transmit its in-
formation packet, is often used in wireline and wireless
networks as a means to utilize a single channel by multiple
users [1]. Although quite simple in implementation, TDMA
suffers from two problems. First, it is throughput-deficient,
since the user, assigned to a particular slot, may have no
packet to transmit. Second, it is power-deficient, since the
user, selected for transmission, may have bad (randomly
fluctuating) channel conditions and, thus, would have to
expend substantial power to attain the necessary signal-
to-noise ratio (SNR). The latter is particularly damaging
in wireless networks where users often have limited local
power supply.

Throughput-efficient versions of TDMA that are based on
control-theoretic approach have been introduced in [2], [3].
In the current paper, we develop two controlled versions of
TDMA, which are power-efficient. The first one, referred
to as Ranking TDMA (R-TDMA), selects for transmission
the user with the best current channel conditions. We show
that R-TDMA is extremely power-efficient, reducing power
consumption by at least 11 dB in comparison with uncon-
trolled TDMA. However, as our analysis shows, R-TDMA
has a deficiency of its own: it lacks short-term location-
fairness, which implies that mobile users positioned in bad
locations vis-à-vis the base station would have smaller aver-
age throughput than others. To overcome this problem, we
propose Adaptive Ranking TDMA (AR-TDMA), whereby
all users are adapted (or “virtually” transferred) to a single
location, and then the user with the best current channel
conditions is selected for transmission. We prove that AR-
TDMA is both power-efficient (at least 5 dB reduction) and
location-fair.
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Control and adaptation of TDMA in wireless networks
are not new ideas; they have been explored in the litera-
ture within the context of transmission scheduling [4]–[8].
Specifically, in [4], a fair scheduling algorithm for wireline
networks is extended to wireless networks. It allows users
lagging in information flow to catch up with leading users,
thus ensuring both long- and short-term fairness. Oppor-
tunistic transmission scheduling policies, which at each
time slot pick a single user for transmission, are presented
and proved to be optimal under various constraints in [5]–
[7]. Stochastic approximation is employed to make these
policies long-term fair, and a modification is suggested to
make the policy in [5] short-term fair. Another policy, which
also schedules users one-at-a-time and is long- and short-
term fair, is the Proportional Fair algorithm proposed and
implemented by QualComm for 3G1X EVDO downlink [8].

The existing literature clearly exhibits the benefit of con-
trol and adaptation of TDMA in wireless networks. How-
ever, several issues remain to be addressed. For instance, the
short-term performance has not been thoroughly analyzed.
In this paper, we introduce several novel metrics, which we
believe are important for quantifying short-term behavior.
They include: conditional expectation of short-term average
throughput given location, variance of short-term average
throughput, and expected number of consecutive time slots
without, and with, a transmission. These metrics are referred
to as location-fairness, throughput variability, downtime,
and uptime, respectively. Another issue is the lack of
analytical methods for performance evaluation available in
the literature. Since such methods are valuable in gaining
insights as well as for design purposes, deriving them is
of interest. In this paper, they are derived and utilized to
evaluate the above-mentioned performance measures.

The outline of this paper is as follows: In Section II,
the TDMA model is described. Performance measures are
introduced in Section III. In Section IV, R-TDMA and AR-
TDMA are developed. Their analysis and comparisons with
traditional TDMA and with an existing approach proposed
in the literature are carried out in Section V. Finally, the
conclusions are formulated in Section VI. The proofs can
be found in [9].

II. MODELING

The TDMA system considered in this paper consists of
N mobile users, a channel, and a base station. Assumptions
on each of these elements are as follows:

Users

At each time slot k ∈ Z, one of the N users is selected
to send an information packet to the base station. If user i
is selected, it transmits with power pi(k) > 0. Otherwise,
it remains silent with pi(k) = 0. To focus the analysis on



power-efficiency issues, we assume that the users always
have packets to transmit.

Channel

The channel affects the transmissions so that the received
SNR of user i at time slot k, ri(k), is given by

ri(k) = exi(k)pi(k), k ∈ Z, i = 1, 2, . . . , N, (1)

where exi(k) is the channel gain of user i, which combines
path loss, shadowing, thermal noise power, and other radio-
wave propagation effects, and xi(k) ∈ R is the log-channel
gain.

The sequences of log-channel gains, {xi(k), k ∈ Z},
i = 1, 2, . . . , N , are assumed to be random processes.
For performance analysis and comparison purposes, the
following assumption is imposed:

Assumption 1. Processes {xi(k), k ∈ Z}, i = 1, 2, . . . , N ,
are independent. For each i, process {xi(k), k ∈ Z} is a
wide-sense stationary (WSS) Gaussian random process with
mean E{xi(k)} = µx and autocovariance function

E{(xi(k + `)− µx)(xi(k)− µx)} = σ2
xρx(`), ` ∈ Z,

where µx ∈ R, σx > 0, ρx(0) = 1, ρx(`) = ρx(−`),
|ρx(`)| < 1 ∀` 6= 0, and lim`→∞ ρx(`) = 0, i.e.,
E{(xi(k)− µx)2} = σ2

x is the variance of xi(k) and ρx(`)
is the correlation coefficient of xi(k + `) and xi(k).

Base Station

At each time slot k, the base station attempts to decode
the packet sent by the selected user. The (normalized)
throughput of user i at time slot k, ti(k), is assumed to
be a function of ri(k),

ti(k) = Φ(ri(k)), k ∈ Z, i = 1, 2, . . . , N, (2)

where Φ : [0,∞) → [0, 1) depends on the modulation,
demodulation, and coding schemes employed, as well as
the channel.

The following assumption on Φ is introduced for perfor-
mance analysis and comparisons:

Assumption 2. Function Φ : [0,∞) → [0, 1) is strictly
increasing and satisfies Φ(0) = 0.

To summarize, the TDMA system considered in this
paper is modeled by (1), (2), with xi(k) specified by
Assumption 1 and Φ by Assumption 2.

III. PERFORMANCE MEASURES

Typically, performance metrics considered in wireless
networks are the average throughput and the average trans-
mit power, defined on the infinite time interval. Unfortu-
nately, these averages may be deficient in delay-sensitive
applications. The reason is that, even if, for example, the
average throughput is high, it does not imply that a reliable
communication has taken place at every relatively short time
interval. To account for this deficiency, in this work we

consider averages defined on finite time intervals: the finite-
time average transmit power of user i,

p̄i(k1, k2)=
1

k2−k1+1

k2
∑

k=k1

pi(k), k1, k2∈Z, k1≤k2, (3)

and the finite-time average throughput of user i,

t̄i(k1, k2)=
1

k2−k1+1

k2
∑

k=k1

ti(k), k1, k2∈Z, k1≤k2. (4)

For the sake of brevity, we omit below the term “finite-
time”. The averages (3), (4) are random variables. In this
work, a number of their statistical properties are examined
and treated as performance metrics:

Performance Measure P1. Mean of p̄i(k1, k2), i.e.,
E{p̄i(k1, k2)}.

Performance Measure P2. Mean of t̄i(k1, k2), i.e.,
E{t̄i(k1, k2)}.

Under the assumption of ergodicity, P1 and P2 coincide
with the infinite-time averages. Measure P2 reflects only
the “average” behavior of t̄i(k1, k2). It does not tell how
t̄i(k1, k2) would depend on the location of user i relative
to the base station, nor does it describe the variability of
t̄i(k1, k2). As a result of the latter, little can be said about
the probability that t̄i(k1, k2) exceeds a certain level and,
hence, about whether communications are reliable. These
shortcomings are alleviated by the following metrics:

Performance Measure P3. Conditional mean of t̄i(k1, k2)
given xi(k1) = xo ∈ R, i.e., E{t̄i(k1, k2)|xi(k1) = xo}.

Since a large (small) xi(k1) typically corresponds to
user i being in a good (bad) location at time slot k1, P3
expresses the dependency of t̄i(k1, k2) on the location of
user i and, thus, characterizes short-term location-fairness
of the system.

Performance Measure P4. Variance of t̄i(k1, k2), i.e.,
var{t̄i(k1, k2)}.

Measure P4 represents throughput variability and, to-
gether with E{t̄i(k1, k2)}, provides bounds on the probabil-
ity that t̄i(k1, k2) exceeds a certain level (via the Chebyshev
inequality).

Two additional measures, intended to describe the regu-
larity of transmissions, are the number of consecutive time
slots without, and with, a transmission by a certain user,
referred to as the downtime and uptime, respectively. To
formalize these measures, let Z+ denote the set of positive
integers and let

di(k)=

{

min{̀ ∈Z+ :pi(k+`)>0}, if pi(k−1)>0, pi(k)=0,

0, otherwise,

ui(k)=

{

min{̀ ∈Z+ :pi(k+`)=0}, if pi(k−1)=0, pi(k)>0,

0, otherwise.

Then, whenever di(k) > 0, a period without a transmission
by user i begins at time slot k and lasts for di(k) time slots,



i.e., the downtime of user i is di(k); analogously, whenever
ui(k) > 0, a period with consecutive transmissions by user
i begins at time slot k and lasts for ui(k) time slots, i.e.,
the uptime of user i is ui(k). Here, we are interested in:

Performance Measure P5. Mean downtime of user i, i.e.,
E{di(k)|di(k) > 0}.

Performance Measure P6. Mean uptime of user i, i.e.,
E{ui(k)|ui(k) > 0}.

IV. TRADITIONAL, RANKING, AND ADAPTIVE
RANKING TDMA

A. Traditional TDMA

In traditional TDMA, users take turn to transmit one-
at-a-time in a pre-defined manner. For instance, user 1 is
scheduled for transmission at time slots 1, N+1, 2N+1, . . .,
user 2 at time slots 2, N +2, 2N +2, . . ., and so on. Often,
conventional power control [10]–[14] is also employed to
ensure that the users transmit with power such that some
desired SNRs are achieved. Although, in general, these
SNRs may be different for different users, assuming that all
of them are the same facilitates the comparison of traditional
TDMA with those developed below. Therefore, we assume
that the transmit power pi(k) of user i at time slot k is
given by

pi(k) =

{

rde
−xi(k), if k−i

N
∈ Z,

0, otherwise,
k ∈ Z, (5)

where rd > 0 is the desired SNR. Equation (5), along with
(1), implies that user i would transmit and maintain its SNR
at rd at time slots i, N + i, 2N + i, . . ., and remain silent
at others.

B. Ranking TDMA

Traditional TDMA schedules users for transmission in
advance, irrespective of their locations and channel con-
ditions. Hence, it may be power-inefficient, since poorly
located users are forced to transmit packets that could be
sent with less power when channel conditions improve. To
increase power-efficiency, consider the following transmis-
sion scheduling scheme:

pi(k)=

{

rde
−xi(k), if xi(k)>xj(k) ∀j 6= i,

0, otherwise,
k∈Z.

(6)

Equation (6) ensures that the user with the largest channel
gain is always selected for transmission. Thus, we refer
to (6) as Ranking TDMA (R-TDMA). Clearly, R-TDMA
maximizes power-efficiency because at any time slot the
power consumed by the transmitting user is minimal.

C. Adaptive Ranking TDMA

Although R-TDMA optimizes power-efficiency, it is bi-
ased against poorly located users, whose channel gains are
small, making them unlikely to be selected for transmission
for a long time. To compensate for this “built-in” unfairness,
the selection criterion should be modified to account for the

users’ locations. This may be accomplished by introducing
variables x̃i(k) ∈ R, i = 1, 2, . . . , N , defined as

x̃i(k) = xi(k)− x̄i(k − L, k − 1), k ∈ Z, (7)

where x̄i(k − L, k − 1) is the moving average of the log-
channel gain of user i over the past L ∈ Z+ time slots,
i.e.,

x̄i(k − L, k − 1) =
1

L

L
∑

`=1

xi(k − `), k ∈ Z. (8)

When L →∞, the averaging in (8) eliminates the location-
dependence of x̄i(k − L, k − 1); when L = 1, there is
no averaging. Therefore, there must be an L∗ such that
fading dips are averaged out but the location-dependence
of x̄i(k−L, k− 1) is preserved. With this L∗, the variable
x̃i(k) in (7) accounts for the current channel conditions of
user i and is less dependent on its location. Thus, if the
user with the largest x̃(k) is selected for transmission, i.e.,

pi(k)=

{

rde
−xi(k), if x̃i(k)>x̃j(k) ∀j 6= i,

0, otherwise,
k∈Z,

(9)

then one can expect the resulting system to be more
location-fair. We refer to (7)–(9) as Adaptive Ranking
TDMA (AR-TDMA), since it adapts (or “virtually” trans-
fers) all users to a single location, and then let them compete
for transmission with equal opportunities.

V. PERFORMANCE ANALYSIS AND
COMPARISONS

A. Performance Analysis

The following theorems characterize the performance of
traditional TDMA, R-TDMA, and AR-TDMA.

Theorem 1. Consider the traditional TDMA described by
(1), (2), (5). Let xi(k) be specified by Assumption 1 and Φ
by Assumption 2. Then, for any k1, k2 ∈ Z, with k2−k1+1

N
∈

Z+, any k ∈ Z, and i = 1, 2, . . . , N , Performance
Measures P1–P6 are given by

E{p̄i(k1, k2)} =
1

N
rde

σ2
x
2 −µx ,

E{t̄i(k1, k2)} =
1

N
Φ(rd),

E{t̄i(k1, k2)|xi(k1) = xo} =
1

N
Φ(rd),

var{t̄i(k1, k2)} = 0,

E{di(k)|di(k) > 0} = N − 1,

E{ui(k)|ui(k) > 0} = 1.

Theorem 2. Consider the R-TDMA described by (1), (2),
(6). Let xi(k) be specified by Assumption 1 and Φ by
Assumption 2. Then, for any k1, k2 ∈ Z, k1 ≤ k2, any
k ∈ Z, and i = 1, 2, . . . , N , Performance Measures P1–P6
are given by

E{p̄i(k1, k2)} = rde
σ2

x
2 −µx

∫ ∞

−∞

e−
v2

2

√
2π

QN−1
1 (v + σx) dv,



E{t̄i(k1, k2)} =
1

N
Φ(rd),

E{t̄i(k1, k2)|xi(k1) = xo} =
Φ(rd)

K

∫ ∞

−∞

e−
v2

2

√
2π

(

K−1
∑

`=0

QN−1
1

(√

1− ρ2
x(`)v − ρx(`)

xo − µx

σx

))

dv,

var{t̄i(k1, k2)} =
Φ2(rd)

K

[ 1

N
− 1

N2
+ 2

K−1
∑

`=1

(

1− `

K

)

×
(

Ω(N, ρx(`))− 1

N2

)]

,

E{di(k)|di(k) > 0} =
N − 1

1−NΩ(N, ρx(1))
,

E{ui(k)|ui(k) > 0} =
1

1−NΩ(N, ρx(1))
,

where K = k2 − k1 + 1,

Q1(x) =
1√
2π

∫ ∞

x

e−
v2

2 dv, (10)

Ω(N, ρ)=

∫ ∞

−∞

∫ ∞

−∞

f(v, w; ρ)QN−1
2 (v, w; ρ) dw dv, (11)

Q2(x, y; ρ) =

∫ ∞

x

∫ ∞

y

f(v, w; ρ) dw dv,

f(x, y; ρ) =
1

2π
√

1− ρ2
e
− x2+y2

−2ρxy

2(1−ρ2) .

In Theorem 2, K is the number of time slots between
k1 and k2. Furthermore, Q1 is the standard Q-function and
Q2 is its two-dimensional counterpart, i.e., if X and Y are
standard, jointly Gaussian random variables with correlation
coefficient ρ, then Q1(x) = P{X > x} and Q2(x, y; ρ) =
P{X > x, Y > y}.

Theorem 3. Consider the AR-TDMA described by (1), (2),
(7)–(9). Let xi(k) be specified by Assumption 1 and Φ by
Assumption 2. Then, for any k1, k2 ∈ Z, k1 ≤ k2, any
k ∈ Z, and i = 1, 2, . . . , N , Performance Measures P1–P6
are given by

E{p̄i(k1, k2)}=rde
σ2

x
2 −µx

∫ ∞

−∞

e−
v2

2

√
2π

QN−1
1 (v+σxρxx̃(0)) dv,

E{t̄i(k1, k2)} =
1

N
Φ(rd),

E{t̄i(k1, k2)|xi(k1) = xo} =
Φ(rd)

K

∫ ∞

−∞

e−
v2

2

√
2π

(

K−1
∑

`=0

QN−1
1

(√

1− ρ2
xx̃(−`)v − ρxx̃(−`)

xo − µx

σx

))

dv,

var{t̄i(k1, k2)} =
Φ2(rd)

K

[ 1

N
− 1

N2
+ 2

K−1
∑

`=1

(

1− `

K

)

×
(

Ω(N, ρx̃(`))− 1

N2

)]

,

E{di(k)|di(k) > 0} =
N − 1

1−NΩ(N, ρx̃(1))
,

E{ui(k)|ui(k) > 0} =
1

1−NΩ(N, ρx̃(1))
,

where K = k2 − k1 + 1, Q1 is given in (10), Ω is given in
(11),

ρx̃(`) =
(1 + 1

L
)ρx(`)− 1

L2

∑L

`1=−L |`1|ρx(` + `1)

1 + 1
L
− 2

L2

∑L

`1=1 `1ρx(`1)
,

ρxx̃(`) =
ρx(`)− 1

L

∑L

`1=1 ρx(` + `1)
√

1 + 1
L
− 2

L2

∑L

`1=1 `1ρx(`1)
.

Note that in Theorems 1–3, both E{p̄i(k1, k2)} and
E{t̄i(k1, k2)} are independent of k1, k2, and i; both
E{t̄i(k1, k2)|xi(k1) = xo} and var{t̄i(k1, k2)} are depen-
dent on K and independent of i; and both E{di(k)|di(k) >
0} and E{ui(k)|ui(k) > 0} are independent of k and i.
Hence, below we write them as E{p̄}, E{t̄}, E{t̄K |xo},
var{t̄K}, E{d|d > 0}, and E{u|u > 0}, respectively.

B. Performance Comparisons

Theorems 1–3 are now utilized to compare the perfor-
mance of traditional TDMA, R-TDMA, and AR-TDMA.
For comparison purposes, we adopt special cases of As-
sumptions 1 and 2. Namely, µx = 2, σx = 2.5, and ρx(`) =
0.6(0.99999)|`|+0.4(0.98)`2 (we select this expression for
ρx(`) in order to account for the fast- and slow-changing
components of the channel gains). In addition, we assume
that Φ is defined by

Φ(r)= max
q∈{2,4,...,32}

q
32

b 32−q

2 c
∑

j=0

(

32
j

)

(1−(1− 1
2+r

)5)j(1− 1
2+r

)5(32−j)

for r > 0 and Φ(0) = 0. This Φ corresponds to the TDMA
system operating in a Rayleigh fading channel using binary
frequency shift keying (BFSK) modulation, noncoherent
demodulation, and Reed-Solomon codes (see [15] for more
details). Finally, we set E{t̄} = 0.08 (i.e., the long-term
average throughput for each of the N users is 0.08) and
L = 50 for AR-TDMA.

Figure 1 shows the E{p̄} needed by every user so that
each of them has E{t̄} = 0.08, as a function of N (typically,
3 ≤ N ≤ 8 in TDMA systems). Analyzing Figure 1, we
observe that:

• R-TDMA yields at least 11 dB power-efficiency im-
provement over traditional TDMA. Moreover, the im-
provement increases as N increases. For N = 10, the
improvement is as large as 26 dB, i.e., 398 times!

• AR-TDMA is not as power-efficient as R-TDMA, but
still offers at least 5 dB power-efficiency improvement
over traditional TDMA. Similarly, the improvement
increases with N . For N = 10, it reaches 12 dB, i.e.,
15 times.

Figure 2 represents E{t̄K |xo} as a function of xo, for
K = 20, i.e., the mean of a user’s average throughput
over K = 20 time slots, given the user’s log-channel
gain at the beginning of these time slots. The quantity xo,
which depends strongly on the user’s location, is normally
distributed with mean µx = 2 and standard deviation
σx = 2.5. The dashdot and solid curves correspond to
R-TDMA and AR-TDMA, respectively, with each curve
corresponding to some N . From Figure 2, we see that:
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Fig. 1. Power-efficiency comparison
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Fig. 2. Location-fairness comparison

• Traditional TDMA achieves ideal location-fairness, as
evident by the flatness of the thick dashed line.

• R-TDMA leads to E{t̄20|xo} that increases signifi-
cantly as xo increases, implying that a user can expect
a much larger short-term average throughput while in
a good location (i.e., large xo) than in a bad one (i.e.,
small xo). Thus, R-TDMA is location-unfair.

• AR-TDMA results in E{t̄20|xo} that changes only
slightly with xo and stays above or at most 10% below
that of traditional TDMA. Hence, AR-TDMA provides
excellent location-fairness.

Figure 3 shows the var{t̄K} (again for K = 20),
E{d|d > 0}, and E{u|u > 0} experienced by every user,
due to achieving E{t̄} = 0.08, as a function of N . From
Figure 3, we observe that:

• As expected, traditional TDMA ensures zero through-
put variability, downtime of N − 1, and uptime of 1.

• R-TDMA causes large throughput variability, long
downtime, and long uptime, relative to traditional
TDMA.

• AR-TDMA yields throughput variability, downtime,
and uptime that are between those of traditional TDMA
and R-TDMA.

As it follows from the above, although R-TDMA is
dramatically more power-efficient than traditional TDMA,
it is location-unfair and causes large throughput variability
and long downtime. Thus, it may be suitable only for delay-
insensitive applications. On the other hand, AR-TDMA re-
sults in a substantial power-efficiency improvement over tra-
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Fig. 3. Throughput variability, mean downtime, and mean uptime
comparisons

ditional TDMA, while ensuring excellent location-fairness,
small throughput variability, and short downtime. Hence, it
may be recommended for both delay-sensitive and delay-
insensitive applications.

C. Comparison with an Existing Approach

The literature offers a different approach for improving
power-efficiency of TDMA systems without jeopardizing
short-term fairness [4], [5], [8]. This approach is based on
the idea of allowing users, lagging in information flow, to
catch up with leading users. Although a straightforward
comparison of this approach with AR-TDMA is impossible
due to differences in assumptions, we modify it in such a
way that its main idea is preserved and a comparison with
AR-TDMA becomes meaningful.

In this framework, the approach of [4], [5], [8] can be
described as follows. Let si(k) = 1 imply that user i is
selected to transmit at time slot k, and si(k) = 0 imply the
opposite. Assume that si(k) is determined by the following
procedure:

si(k)=

{

1, if xi(k)+yi(k)>xj(k)+yj(k) ∀j 6= i,

0, otherwise,
k∈Z,

(12)

where yi(k), i = 1, 2, . . . , N , are updated according to

yi(k)=yi(k−1)+ε
(1

N
−s̄i(k−M, k−1)

)

, k∈Z, (13)

with ε > 0. In (13), s̄i(k−M, k−1) is the fraction of time
user i was selected to transmit during the past M ∈ Z+



0 50 100 150 200 250 300 350 400 450 500
−3

−0.5

2

4.5

7

Fig. 4. Behavior of AR-TDMA

time slots, i.e.,

s̄i(k −M, k − 1) =
1

M

M
∑

`=1

si(k − `), k ∈ Z, (14)

and the quantity 1
N

is the desired fraction of time. Note that
when s̄i(k −M, k − 1) < 1

N
, i.e., when user i is lagging,

yi(k) gradually increases. As a result of (12), the probability
of user i being selected to transmit increases. Similarly,
when user i is leading, its probability of being selected
decreases. Therefore, procedure (12)–(14) preserves the idea
of the approach proposed in [4], [5], [8].

To compare procedure (12)–(14) with AR-TDMA, con-
sider a TDMA system with N = 2 users. Suppose users
1 and 2 are, respectively, in good and bad locations, so
that x1(k) and x2(k) are, respectively, large and small on
the average. Figures 4 and 5 show identical realizations of
x1(k) and x2(k) for 500 time slots. The black dots in these
figures indicate which user is transmitting at a particular
time slot. The numbers above each of these figures represent
the total number of time slots assigned to each user and
the total power consumed by each. Figure 4 illustrates the
behavior of AR-TDMA, while Figure 5 does the same for
procedure (12)–(14) with ε = 1 and M = 50. Comparing
these figures, we conclude that:

• Both AR-TDMA and procedure (12)–(14) are short-
term fair, as the total number of time slots assigned
to users 1 and 2 are roughly equal, i.e.,

∑

k s1(k) ≈
∑

k s2(k).
• AR-TDMA always selects the user with the best “lo-

cal” channel conditions for transmission (see, e.g., k ≈
50, 100, 240, 350 of Figure 4). In contrast, procedure
(12)–(14) often selects the user, who is experiencing
deep fades, for transmission because the user has been
lagging (see, e.g., k ≈ 50, 100, 310, 350 of Figure 5).

• AR-TDMA is more power-efficient than procedure
(12)–(14). Indeed, users 1 and 2, respectively, con-
sumed 3.1 dB and 2.7 dB less total power under AR-
TDMA than under procedure (12)–(14).

VI. CONCLUSIONS

This paper shows that using control of transmission in
TDMA (i.e., R-TDMA) leads to a dramatic improvement in
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Fig. 5. Behavior of procedure (12)–(14) with ε = 1 and M = 50

power-efficiency without a loss in average throughput for all
users. Using both control and adaptation (i.e., AR-TDMA)
results in both power-efficiency and location-fairness.

REFERENCES

[1] D. Bertsekas and R. Gallager, Data Networks, 2nd ed. Englewood
Cliffs, NJ: Prentice-Hall, 1992.

[2] B. Hajek and T. van Loon, “Decentralized dynamic control of a
multiaccess broadcast channel,” IEEE Transactions on Automatic
Control, vol. 27, no. 3, pp. 559–569, 1982.

[3] J.-T. Lim and S. M. Meerkov, “Theory of Markovian access to
collision channels,” IEEE Transactions on Communications, vol. 35,
no. 12, pp. 1278–1288, 1987.

[4] S. Lu, V. Bharghavan, and R. Srikant, “Fair scheduling in wireless
packet networks,” IEEE/ACM Transactions on Networking, vol. 7,
no. 4, pp. 473–489, 1999.

[5] X. Liu, E. K. P. Chong, and N. B. Shroff, “Opportunistic transmission
scheduling with resource-sharing constraints in wireless networks,”
IEEE Journal on Selected Areas in Communications, vol. 19, no. 10,
pp. 2053–2064, 2001.

[6] ——, “Transmission scheduling for efficient wireless resource uti-
lization with minimum-performance guarantees,” in Proc. IEEE
Vehicular Technology Conference, Atlantic City, NJ, 2001, pp. 824–
828.

[7] ——, “Joint scheduling and power-allocation for interference man-
agement in wireless networks,” in Proc. IEEE Vehicular Technology
Conference, Vancouver, Canada, 2002, pp. 1892–1896.

[8] G. Barriac and J. Holtzman, “Introducing delay sensitivity into the
proportional fair algorithm for CDMA downlink scheduling,” in Proc.
IEEE International Symposium on Spread Spectrum Techniques and
Applications, Prague, Czech Republic, 2002, pp. 652–656.

[9] P. T. Kabamba, S. M. Meerkov, and C. Y. Tang, “Control and
adaptation of TDMA in wireless networks,” University of Michigan,
Ann Arbor, MI, Control Group Report No. CGR-03-16, 2003, also
accepted for publication in Dynamics of Continuous, Discrete and
Impulsive Systems.

[10] J. Zander, “Performance of optimum transmitter power control in
cellular radio systems,” IEEE Transactions on Vehicular Technology,
vol. 41, no. 1, pp. 57–62, 1992.

[11] S. A. Grandhi, R. Vijayan, D. J. Goodman, and J. Zander, “Central-
ized power control in cellular radio systems,” IEEE Transactions on
Vehicular Technology, vol. 42, no. 4, pp. 466–468, 1993.

[12] G. J. Foschini and Z. Miljanic, “A simple distributed autonomous
power control algorithm and its convergence,” IEEE Transactions on
Vehicular Technology, vol. 42, no. 4, pp. 641–646, 1993.

[13] D. Mitra, “An asynchronous distributed algorithm for power control
in cellular radio systems,” in Proc. 4th WINLAB Workshop on Third
Generation Wireless Information Networks, New Brunswick, NJ,
1993, pp. 249–257.

[14] R. D. Yates and C.-Y. Huang, “Integrated power control and base
station assignment,” IEEE Transactions on Vehicular Technology,
vol. 44, no. 3, pp. 638–644, 1995.

[15] P. T. Kabamba, S. M. Meerkov, W. E. Stark, and C. Y. Tang,
“Feedforward control of data rate in wireless networks,” IEEE
Transactions on Vehicular Technology, vol. 51, no. 5, pp. 1206–1222,
2002.


	MAIN MENU
	Front Matter
	Technical Program
	Author Index

	Search CD-ROM
	Search Results
	Print
	View Full Page
	Zoom In
	Zoom Out
	Go To Previous Document
	CD-ROM Help

	Header: Proceeding of the 2004 American Control ConferenceBoston, Massachusetts June 30 - July 2, 2004
	Footer: 0-7803-8335-4/04/$17.00 ©2004 AACC
	Session: ThP11.4
	Page0: 3611
	Page1: 3612
	Page2: 3613
	Page3: 3614
	Page4: 3615
	Page5: 3616


