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Abstract— A new approach for automotive engine torque
and air-fuel ratio control is presented in this paper. A class of
adaptive critic designs that can be classified as (model-free)
action-dependent heuristic dynamic programming is used
in the present project. Adaptive critic designs are defined
as designs that approximate dynamic programming in the
general case, i.e., approximate optimal control over time
in noisy, nonlinear environment. The present work uses a
system, called “critic,” to approximate the cost function in dy-
namic programming and thus to achieve optimal control. The
goals of the present learning control design for automotive
engines are emissions reduction and maintenance of optimal
performance under various operating conditions. Using the
data obtained from a test vehicle, we first develop a neural
network model of the engine. A neural network controller
is then designed based on the idea of approximate dynamic
programming to achieve optimal control. In the simulation
studies, the initial controller is trained using the neural
network engine model developed rather than the actual
engine. We have developed and tested self-learning neural
network controllers for both engine torque and exhaust air-
fuel ratio control. For both control problems, good transient
performance of the neural network controller has been
observed. A distinct feature of the present technique is the
controller’s real-time adaptation capability based on real
vehicle data which allows the neural network controller to be
further refined and improved in real-time vehicle operation
through continuous learning.

I. INTRODUCTION AND BACKGROUND

Dynamic programming is a theory developed back in
the 1950’s [3] for optimal control of nonlinear systems
with the objective of minimizing a performance index that
is defined as a summation of a utility function from the
present time into the future. In general, using dynamic
programming, such an optimal control design for nonlinear
systems is only theoretically possible. Moreover, in prac-
tice, it has been known for years that due to the so-called
“curse of dimensionality” [13], dynamic programming can
only be applied to simple, small-scale control problems.

Automotive engines are known to be complex nonlinear
dynamical systems. The control problem of automotive en-
gines has been investigated for many years by researchers
(see, e.g., [1], [6], [7], [15], [18], [20], [24], [28], [36]).

The present work will use neural networks as a tool
for adaptive learning in order to obtain an optimal engine
control algorithm. We emphasize that our neural network
engine controller will be obtained using a specially de-
signed learning process that performs approximate dy-
namic programming. Once a controller is obtained, it will
be applied to perform the task of engine control. The
performance of the controller will be further refined and
improved through continuous learning in real-time vehicle
operation. We note that continuous learning and adapta-
tion to improve controller’s performance is one of the
key promising attributes of the present approach. Due to
vehicle-to-vehicle variations, vehicle aging, environmental
changes, etc., each individual engine may require a slightly
different initial controller calibration to achieve its design
objectives. For practical reasons, during the initial stage
of the controller neural network learning it is preferable
to use off-line engine data for initial simulation studies.
We will therefore first develop a model of the engine for
the purpose of initial neural network controller learning
but such a model is not necessary for the real-time engine
controller operation.

In the real-time implementation of the control algo-
rithms the neural network model that is treated as plant
will be replaced by the actual process. Due to the high
level of accuracy achieved between the neural network
model and the data collected from a real vehicle over a
wide range of operating conditions, we expect the designed
controller will require minor adjustments through further
vehicle on-board learning to work effectively in the real-
time operation of the vehicle.

II. NEURAL NETWORK MODELING OF THE TEST

ENGINE

A test vehicle with a 5.3L V8 engine and 4-speed
automatic transmission is instrumented with engine and
transmission torque sensors, wide-range air-fuel ratio sen-
sors in the exhaust pipe located before and after the
catalyst on each bank, as well as exhaust gas pressure
and temperature sensors. Data is collected at each engine
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Fig. 1. The model structure of the test engine

event under various driving conditions, such as Federal
Test Procedure (FTP cycles), as well as more aggressive
driving patterns, for a length of about 95,000 samples
during each test. The engine is run under closed-loop
fuel control using switching-type oxygen sensors. In this
study, engine control variables are throttle position (TPS),
electrical fuel pulsewidth (FPW), and spark advance (SPA)
while the output variables are engine torque (TRQ) and
air-fuel ratio (A/F).

We consider a model of the test engine consisting of
two submodules as shown in Figure 1. The model structure
chosen here is compatible with the mathematical engine
model developed by Dobner [11], [12] and others.

Due to the complexity of modern automotive engines, in
the present work, we use the time-lagged recurrent neural
networks (TLRNs) (cf. [25], [33], [35]).

A. The Intake Manifold Module

For the intake manifold module, we choose two output
variables as intake manifold pressure (MAP) and mass air
flowrate (MAF), we choose a reference input as engine
speed (RPM), and we choose three control inputs as
throttle position (TPS), electrical fuel pulsewidth (FPW),
and spark advance (SPA). The time-lagged recurrent neural
network used for the intake manifold module has 4 input
neurons, 7 hidden layer neurons, and 2 output neurons,
with recurrent connections.

Figures 2 and 3 show the comparison between the out-
puts of the neural network model for the intake manifold
and the data collected. In these figures and all displays
to follow, all values are normalized to a range between
−1 and 1 for convenience in the neural network training.
Figures 2 and 3 demonstrate excellent match between the
model outputs and the validation data for the MAP and
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Fig. 2. Illustration of the intake manifold pressure (MAP) validation
data
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Fig. 3. Illustration of the intake manifold mass air flowrate (MAF)
validation data

MAF, respectively. Therefore, we feel confident that the
time-lagged recurrent model structure is quite suitable for
the prediction of intake manifold output variables.

B. The Engine Combustion Module

For the engine combustion module, we choose two
outputs as air-fuel ratio (A/F) and engine torque (TRQ).
The exhaust air-fuel ratio, an engine output variable, is
measured using wide-range A/F sensors and is usually
controlled at the stoichiometric value. We choose two
reference inputs as MAP and MAF generated using the
intake manifold model. We choose three control inputs
as TPS, FPW, and SPA. These are input signals to be
generated using our new adaptive critic learning control
algorithm. The time-lagged recurrent neural network used
for the engine combustion module has 5 input neurons, a
single hidden layer with 8 neurons, and 2 output neurons,
with recurrent connections.

Validation results for the outputs A/F and TRQ of the
neural network engine combustion module are shown in
Figures 4 and 5, respectively. These figures indicate very
good match between the real vehicle data and the neural
network model outputs during the validation phase.
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Fig. 4. Illustration of the exhaust A/F validation data
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Fig. 5. Illustration of the engine torque TRQ validation data

III. TRACKING CONTROL USING ADAPTIVE CRITIC

DESIGNS

In this section we discuss the fundamental approach to
the problem of tracking control in the adaptive critic design
methodology. We assume that the engine under control
is characterized by the following discrete-time nonlinear
dynamical system

x(t + 1) = F [x(t), u(t), t] (1)

where x ∈ Rn represents the state vector of the system
states and u ∈ Rm denotes the control action. Suppose that
one associates with this system the performance index (or
cost)

J [x(i), i] =

∞
∑

k=i

γk−iU [x(k), u(k), k] (2)

where U is called the utility function or local cost function
and γ is the discount factor with 0 < γ ≤ 1. Note that
J is dependent on the initial time i and the initial state
x(i), and it is referred to as the cost-to-go of state x(i).
The objective is to choose the control sequence u(k),
k = i, i + 1, · · · , so that the function J (i.e., the cost)
in (2) is minimized. Dynamic programming is based on
Bellman’s principle of optimality [3], [4], [13], [17]: An
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Fig. 6. A typical scheme of an action-dependent heuristic dynamic
programming [19], also referred to as ADHDP

optimal (control) policy has the property that no matter
what previous decisions (i.e., controls) have been, the
remaining decisions must constitute an optimal policy with
regard to the state resulting from those previous decisions.

According to Bellman’s principle of optimality, the
optimal cost from time t on is equal to

J∗[x(t), t] = min
u(t)

(

U [x(t), u(t), t]+γJ∗[x(t+1), t+1]
)

.

(3)
The optimal control u∗(t) at time t is the u(t) that achieves
this minimum. Equation (3) is the principle of optimality
for discrete-time systems. Its importance lies in the fact
that it allows one to optimize over only one control vector
at a time by working backward in time. In other words,
any strategy of action that minimizes the function J in the
short term will also minimize the sum of U over all future
times.

Adaptive critic designs (ACDs) are defined as designs
that approximate dynamic programming in the general
case, i.e., approximate optimal control over time in noisy,
nonlinear environments [2], [5], [8], [9], [16], [19], [21]–
[23], [26]–[34].

A typical ACD consists of three modules that can
be implemented by using neural networks. These three
modules provide functions of decision, prediction, and
evaluation, respectively. In ACDs, when the critic network
(i.e., the evaluation module) takes the action/control signal
as part of its inputs, the designs are referred to as action-
dependent ACDs.

In the present work we use an action-dependent version
of ACDs that does not require the explicit use of the model
network in the design. Consider the action-dependent
heuristic dynamic programming (ADHDP) shown in Fig-
ure 6 (cf. [19]). The critic network in this case will be
trained by minimizing the following error measure over



time,

‖Eq‖ =
∑

t

Eq(t)

=
∑

t

[Q(t − 1) − U(t) − γQ(t)]
2 (4)

where Q(t) = Q[x(t), u(t), t,WC ] and WC represents
the weight vector of the critic network obtained through
training. When Eq(t) = 0 for all t, (4) implies that

Q(t − 1) = U(t) + γQ(t)
= U(t) + γ[U(t + 1) + γQ(t + 1)]
= · · ·

=
∞
∑

k=t

γk−tU(k).

(5)

We can see that by minimizing the error function in (4), we
have a neural network trained so that its output becomes
an estimate of the cost function (2) defined in dynamic
programming.

After the critic network’s training is finished, the action
network’s training starts with the objective of minimizing
Q(t). The goal of the action network training is to min-
imize the critic network output Q(t), i.e., we will train
the action network so that the output of the critic network
becomes as small as possible. In general, a good critic
network should not output negative values if U(t) is non-
negative. This is particularly true when U(t) is chosen as
the square error function in tracking control problems [29].

After the action network’s training cycle is completed,
one may check the system’s performance, then stop or
continue the training procedure by going back to the critic
network’s training cycle again, if the performance is not
acceptable yet.

IV. ADAPTIVE CRITIC LEARNING CONTROL OF THE

TEST VEHICLE

The objectives of the present engine controller design
are to provide control signals so that the generated engine
torque will follow the commanded torque, and the exhaust
air-fuel ratio is regulated at the desired setpoints (e.g.,
stoichiometric, rich, or lean A/F values). In simulations,
our controller is trained using randomly generated target
signals for both the torque and the air-fuel ratio quantities.
Controllers trained through learning based on randomly
generated target signals will in general have a large dy-
namic tracking range and will be able to track almost any
type of signals after they are trained. If desired, further
refinement in training can be performed using specific
desired training signals as the tracking targets in the
controller network training.

The measured values of the engine torque and air-fuel
ratio in the test vehicle, an SUV equipped with a 5.3L
engine and 4-speed automatic transmission, are obtained
using commercial engine controllers under warmed-up
conditions (a coolant temperatures of roughly 90 ◦C). Our
learning controller will assume no knowledge about the
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Fig. 7. Structure of adaptive critic learning engine controller

control signals provided by the existing controller. It will
generate a set of control signals that are independent of
the control signals in the measured data. Based on the
vehicle data collected, we use our learning controller to
generate three control signals (i) throttle position (TPS),
(ii) electrical fuel pulsewidth (FPW), and (iii) spark ad-
vance (SPA), with the goal of producing exactly the same
torque as commanded, and achieving the same air-fuel
ratio as desired. Part of our simulation experiments will
use the values of measured torque and air-fuel ratio as
the commanded and desired values. In these simulations,
our controller will be built to provide control signals
which achieve the required torque and air-fuel ratio control
performance. The controller performance is represented by
deviations in the generated torque and air-fuel ratio values
from the corresponding commanded/desired values. The
environment will be represented by MAP and MAF which
are predicted using the intake manifold module based
on the same control input signals. Other environmental
variables which are not used in the present models such
as oil and coolant temperature, barometric pressure and
temperature, etc. are assumed to remain essentially the
same during the test as the warmed-up conditions are
established before data collection.

In the rest of this section we provide detailed description
of the neural network controller for engine torque control
(TRQ) and air-fuel ratio (A/F) control.

A. Torque and Air-Fuel Ratio Tracking Control

Our controller design follows the diagram shown in
Figure 7. Initially, the target signals for our tracking
control are chosen as randomly generated signals. Gen-
erally speaking, a controller trained for tracking randomly
generated signals can track almost any well-behaved target
signals including periodic, step, and impulse functions.

The local cost function U in this case is defined as

U(t) =
1

2
[TRQ(t)−TRQ∗(t)]2+

1

2
[A/F(t)−A/F

∗

(t)]2

(6)
where TRQ and A/F are the engine torque and air-fuel
ratio generated using the proposed controller, respectively,
and TRQ∗ and A/F∗ are the demanded TRQ value and
the desired A/F value, respectively. Both TRQ∗ and A/F∗
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Fig. 8. Torque output generated by the neural network controller

are taken from the actual measured data in the present
case. The utility function chosen in this way will lead
to a control objective of TRQ following TRQ∗ and A/F
following A/F∗.

The structure of the controller/action network is chosen
as 4–7–3 with 4 input neurons, 7 hidden layer neurons,
and 3 output neurons. The 4 inputs to the action net-
work are TRQ, TRQ∗, A/F, and A/F∗. Both the hidden
layer and the output layer use the sigmoidal function
tansig (cf. [10]). The outputs of the action network are
TPS, FPW, and SPA. All other variables, such as intake
manifold pressure (MAP), mass air flowrate (MAF), and
engine speed (RPM), remain the same as in the data.
The training algorithm we choose to use is traingdx
(gradient method with momentum and adaptive learning
rate, cf. [10]). We employ batch training for the action
network.

The critic network is chosen as a 7–13–1 structure with
7 input neurons and 13 hidden layer neurons. The 7 inputs
to the critic network are TRQ, TRQ∗, A/F, A/F∗, TPS,
FPW, and SPA. Both the hidden layer and the output
layer use the sigmoidal function tansig. The output
of the action network is Q (the estimated value of the
cost function J). The critic network is trained with a
controller that has randomly chosen initial weights. The
action network is trained after the critic network training.
We then start the critic network training again after the
action network training. This procedure is repeated until
a satisfactory controller (action network) is obtained. We
note that the goal of our neural network learning is to
obtain an optimal controller. The present optimal controller
is obtained by training an action network using the output
signal provided by the critic network (to minimize the
critic network output).

B. Simulation Results

Figures 8 and 9 show the TRQ and A/F output when
TRQ∗ and A/F∗, respectively, are chosen as the measured
values in the data set. The neural network controller in
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Fig. 9. Air-fuel ratio output generated by the neural network controller

this case is trained for 15 cycles. Figure 8 and 9 show that
very good tracking control of the commanded torque signal
(TRQ) and the exhaust A/F are achieved. We note that at
the present stage of the research we have not attempted to
regulate the A/F at the stoichiometric value but to track
a given command. In these experiments we simply try
to track the measured engine-out A/F values so that the
control signal obtained can directly be validated against
the measured control signals in the vehicle. In Figure 9,
it appears that better tracking of A/F was achieved on
the rich side of stoichiometric value possibly due to
more frequent rich excursions encountered during model
training. This could also have been caused by intentional
fuel enrichments (i.e., wall-wetting compensation) during
vehicle accelerations.

We have observed very clear convergence in the train-
ing process starting from very large errors between the
observed (TRQ, A/F) and the commanded signal (TRQ∗,
A/F∗), and are gradually reduced to very small values.

Figures shown in this section indicate that the present
learning controller design based on approximate dynamic
programming (adaptive critic designs) is effective in train-
ing a neural network controller to track the desired TRQ
and A/F sequences through proper control actions.

V. CONCLUDING REMARKS

Our initial research shows that adaptive critic techniques
can form the basis for a radically different approach to en-
gine control. In this approach, we develop neural network
learning using approximate dynamic programming. The
method begins with minimal a priori information about the
system and after the network is fully trained the proposed
controller may have the potential to outperform existing
controllers with respect to the following features: (1) The
proposed techniques will automatically learn the inherently
complex dynamic and nonlinearities associated with an
engine from real vehicle data and therefore do not require
a mathematical model of the system. (2) The proposed
techniques will automatically adapt to uncertain changes



in environmental and vehicle conditions. This is by default
a feature of the present learning controller. Most conven-
tional vehicle controllers are either non-adaptive or they
possess only a limited range of adaptation capabilities. (3)
The proposed controller has some degree of self-learning
capability. It can learn to improve its performance in real-
time as it gains more experience during the actual vehicle
operations. As such, these techniques may offer promises
for use as engine calibration tools.
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