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Abstract

In this paper, a modern military air operation is mod-
eled as a hybrid feedback control system. The focus
of our study is on the impact of the redundancy ar-
chitecture on the overall air operation, by which the
functionality of the controller residing in a Command
and Control Center is supported. The resilience of the
architecture that reflects the quality of monitoring and
management of redundancy is measured by operational
reconfigurability. Maintenance policy and capability
are also considered as parameters in the effort to quan-
tify the availability of the controller.

1 Introduction

Our objective is to meet the demand of the ever de-
creasing cycle length in military air operations, which
is the sum of the times required for planning, tasking,
execution, and evaluation. This objective, when pro-
jected onto the expectation for a command and con-
trol (C2 hereafter) center, implies a more swift op-
eration that involves information gathering, informa-
tion processing, decision-making, and command issu-
ing. The swiftness in turn requires a high level of C2
system availability. Availability of a system can be gen-
erally thought of as the fraction of the system uptime
divided by the sum of the uptime and downtime. Our
ultimate goal is to achieve nearly uninterrupted C2 op-
erations.

It is apparent that a C2 center plays the role in an
air operation as the controller in a feedback system.
It carries out the functional mapping from information
to decision in the feedback loop. A study conducted
at the Draper Labs[6] that focuses on the effect of fre-
quency of loop closure in air operations concludes that
ability to close the loop at a higher rate (4 hour cycle
v.s. 24 hour cycle), among other benefits, significantly
shortens the time to achieve air campaign objectives.
Other endeavors to enhance the C2 functional capabil-
ity using different criteria and formalizations have also
been reported[4,5,8,9].

The underlying assumption so far has been that the
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structure which supports the functional mapping in a
C2 center is always intact. In reality, however, a typ-
ical C2 center has grown to be a large and complex
system, and this system is imperfect. Many subsys-
tem failures can occur for many different reasons. For
example, a miscarriage in information flow can be at-
tributed to a broken link, a faded or jammed channel,
a power outage, a failed sensor, an impaired storage
device, a crashed processor, a human operator error,
etc. In general, failures that disable the C2 functional
mapping can be related to subsystems designated to
perform data storage, transmission, processing, or in-
terpretation. They impact information availability, in-
tegrity, and decision making in C2 centers. The current
status in the effort to address these issues is still in the
very early stage of installing monitoring tools. There
is a severe lack of consideration in tackling the more
fundamental issues of redundancy architecture and an
appropriate level of automation for failure accommoda-
tion. The latter is important to mitigate unnecessary
human errors and delays.

In our view, the concern over the loss of C2 system
availability could be effectively addressed by a con-
scious effort of modification to the existing architec-
ture to eliminate all single point failures. The term
C2 system has been and will be used in the following
development to represent the network of subsystems
and components that host and support the functional
mapping performed by the controller in a C2 center.
The most efficient way to achieve the modification is
to make use of and effectively manage the redundancy
likely already in existence in the C2 systems. The rest
of the paper will explore such a possibility, and quantify
the benefit of doing so to the overall air operation.

The paper is organized as follows. In section 2, C2
system modeling is discussed for the purpose of avail-
ability analysis. The notion of operational reconfig-
urability is introduced to describe the effective level
of redundancy. Section 3 discusses the assessment of
C2 system availability under variable conditions such
as subsystem failure rate, effectiveness of redundancy
management, maintenance policy, and restoration rate.
Section 4 discusses the effect of C2 system operational
reconfigurability on the outcome of an air operation.
Section 5 concludes the paper.



2 Operational reconfigurability

The first part of this section discusses qualitative avail-
ability modeling for a C2 system. Based on the model,
the need for a measure on the effectiveness of redun-
dancy management is argued, and the notion of oper-
ational reconfigurability introduced.

Availability[7] is the probability that a system is per-
forming its required function at a given point in time
when used under stated operating conditions. Among
many definitions of availability, steady state availability
will be considered, which represents the situation that
the failure-restoration cycle has entered a steady state.
Such a steady state definition will be assumed else-
where in the paper without further explanation. The
availability value of a system is determined by the fol-
lowing factors
(i) reliability1 distributions of individual subsystems
and the functionalities of the subsystems in relation
to the overall system;
(ii) the policy and capability by which the system is
maintained2, such as the decision on the restoration of
failed subsystems and the distribution of the time re-
quired to do so;
(iii) the methods and the likelihood of success in man-
agement of existing redundancy, which are heavily in-
fluenced by our ability to monitor and diagnose sub-
system failures, and to reconfigure the system upon
identifying the failures.

Figure 1 shows a hybrid model[10] of an air operation.
The discrete state strategic model at the top will be
further explained in Section 4. The tactical model is
represented in Figure 1 by a continuous state closed-
loop control system which governs the execution of an
air operation. The forward loop contains a model of
battle dynamics. The tactical state vector may con-
tain in its components, for example, the strengths of
Blue assets, the rates of change of the strengths, their
geographic locations, rates of change of locations, etc.
The functional mapping carried out by the controller
in a C2 center is represented by the two blocks in the
feedback loop. It is responsible for generating two sets
of signals. One is an estimate of the strategic state x̂,
and another is a corresponding control ux̂ to drive the
tactical state ξ to wherever desirable. Availability of
various subsystems in a C2 system is required in order
to ensure that x̂, and the parameters associated with
γx̂ and the estimator are available and correct, η and

r are available and current, and finally ξ̂ and ux̂ are

1Reliability is the probability that a (sub)system will perform
a required function for a given period of time when used under
stated operating conditions

2Maintainability is the probability that a failed system will
be restored to a specified condition within a period of time when
maintenance is performed in accordance with prescribed proce-
dures

current and correct.
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Figure 1 A two-level model of an air operation

An example of a functional decomposition of a C2 sys-
tem is given in Figure 2 where the blocks marked TS
(tactical and strategic sensors), DL (I/O control mod-
ules and data links), SM (storage media), CP (critical
processors), and CS (critical software) represent some
of the functional units. A functional unit is defined as a
subsystem of a particular functionality that is necessar-
ily available in order for the C2 system to be available.
Each functional unit can be a complex interconnection
of many subsystems. Considerable effort is usually nec-
essary to arrive at a functional decomposition. Let AC2
denote the availability of the C2 system, and Ai is the
availability of the ith functional unit. Then, the avail-
ability of a C2 system with N functional units is given
by

AC2 = A1 ×A2 × · · · ×AN . (1)

… … TS DL SM CS … …CP

DBp,1 DBp,M PC1 ES1 PCK ESK

DBs,1 DBs,M PC2 ES2 PC2K ES2K

Figure 2 Some functional units in a C2 system

In the current C2 systems, vast opportunities exist for
availability improvement without hardware addition,
and without overburdening the subsystems in terms
of processing speed, memory space, bandwidth, etc.
The opportunities can be seized by, for example, as-
signing multiple tasks to multiple subsystems rather
than assigning a single task to a dedicated subsystem
within a functional unit, or using multiple copies of
smaller data set for recursive processing rather than
using a single copy of larger data set for batch process-
ing. The expanded portions of Figure 2 show two ex-
amples of proposed architectural change for availabil-
ity improvement. The original SM unit contains M
storage media holding independent databases. These
subsystems are named primary DBp,i for i = 1, · · · ,M .
Each primary subsystem is now appended with a re-
dundant “cache”, called a secondary DBs,i, using left-
over storage space elsewhere to hold the most critical



and immediately needed data. The original CP unit
contains 2K processor cell-Ethernet switch pairs with
non-overlapping tasks. Each pair is now equipped with
the necessary (software) tools of one other pair, and a
K series redundant CP unit is formed.

This paper, however, is not intended to explore innova-
tive ways to raise the level of redundancy, but to reason
the significance and to assess the benefit of having an
adequate redundancy level. A portion of the C2 sys-
tem above will be used as a vehicle for our intended
purpose. This portion is shown in Figure 3.

DBp PC1 ES1

DBs PC2 ES2

DBp PC1 ES1 PC2 ES2

Base-line architecture Alternative redundant architecture

Figure 3 A glimpse of architectural change in C2

Most functional units within C2 are themselves com-
plex interconnections of components. Statistical
modeling[1] of the failure process of individual sub-
systems must follow carefully designed experiments of
data collection, parameter (or distribution) estimation,
and goodness-of-fit tests. Based on our initial investi-
gation, failure rates (number of failures per unit time)
of many individual subsystems are below 10−5/hour,
when intermittent failures are excluded. Therefore,
subsystems are reliable. There is no doubt that inter-
mittent failures will reduce the C2 availability. Mod-
eling of intermittent failrues is our ongoing effort. In
addition, both diagnosis and restoration for permanent
failures of some subsystems can be lengthy processes
(hours to tens of hours). The most fundamental reason
for need of redundancy is the fragility of an architecture
that allows single point failures. Individual subsystems
do fail and can fail at an unfavorable time. The conse-
quence to an air operation can be detrimental, as will
be seen in Section 4. It is a fact to be kept in mind that
statistical model development results from our lack of
knowledge of the physical processes leading to a failure.
As a consequence, we can only infer from our sample
of failure data to the general population, and our pre-
dictions tell little concerning an individual system or
failure occurrence. Therefore, a non-redundant archi-
tecture with highly reliable subsystems is robust but
fragile[3].

In order to measure the non-fragility. the notion of
operational reconfigurability (OR hereafter) is intro-
duced. In this paper, OR is specific to character-
ize the C2 system survivability with respect to single
point failures. Consider a canonical redundancy archi-
tecture with a parallel-to-series interconnection where
each parallel interconnection in the outmost layer is
considered a functional unit. The right side of Figure
3 shows a two-layer canonical interconnection. It is
degenerated in the sense that there are no parallel in-
terconnections in the inner layer. Suppose there are N
functional units in a single layer canonical decomposi-
tion, and each has Mn (n = 1, · · · , N) subsystems. Let

cm,n denote the coverage of the mth subsystem in the
nth functional unit, where cm,n is define as Prob(n

th

unit operates | its mth subsystem has failed). Evaluat-
ing cm,n’s is not a trivial task

[11] because of its associa-
tion with monitoring, diagnosis, and redundancy man-
agement policy. Its value also depends on how many
remaining operating subsystems are in the functional
unit. In general, the larger the number (Mn), the larger
the value of cm,n due to reduced risk in redundancy
management.

Operational reconfigurability OR for a single-layer
parallel-to-series interconnected system is given by

OR ≡ min
n∈{1,···,N}

1

Mn

MnX
m=1

cm,n. (2)

In a multi-layered parallel-to-series interconnection
scheme, the expression would contain layers of
minimum-average operations. OR points to the weak-
est functional unit in terms of its ability to manage the
redundancy for covering its first failure. In particular,
since cm,n = 0 whenever mn = 1, OR = 0 for any
system that contains a non-redundant functional unit.
This is a measure without the influence by a priori sub-
system failure distributions, which is precisely needed
to reflect the non-fragility.

In the representative C2 system of Figure 3, let ORb
denote the OR for the baseline architecture, and ORr
denote the OR for the alternative redundant architec-
ture. Then ORb = 0, and ORr = 1, if cm,n = 1 ∀ m,n.
In general, 0 ≤ OR ≤ 1. OR essentially measures
the available redundancy in a C2 system and how it
is managed. Because of its dependence on coverage, it
is reflective of monitoring and supervisory control per-
formance. Such performance indicates the C2 ability
to allow restoration of system function via reconfigu-
ration upon subsystem failures. Reconfiguration can
mean the removal of a failed subsystem, the switch-on
of a spare subsystem, rescheduling of jobs, rerouting of
the information flow, redistribution of the information
storage, etc.

3 OR and availability

This section discusses availability modeling in a more
quantitative manner. Its relation to OR, and other
parameters such as restoration rate and maintenance
policy, is of particular interest. Two simplifying as-
sumptions are made here. (i) All subsystems in Fig-
ure 3 have exponential failure time distributions. (ii)
All restoration time distributions are also exponential.
Through out the section the representative C2 system
of Figure 3 is used.

Viewed as a canonical form, the baseline architecture
in Figure 3 contains only one type of functional
unit. On the other hand, the alternative redundant



architecture carries two types of functional units.
The composite availability expression in (1) allows
us to solve for the availability of individual units
independently. A complete solution for availability
requires the specification of the maintenance policy.
The following policies are considered in our study:
(i) restoration to as good as new in one step with a
prescribed restoration rate independent of the failure
state when a (functional) unit level failure occurs;
(ii) restoration to as good as new in one step with the
lowest restoration rate for the failure state when a unit
level failure occurs;
(iii) restoration to as good as new in one step with
a restoration rate determined by the sum of average
restoration times of all failed subsystems associated
with the failure state when a unit level failure occurs;
(iv) restoration to as good as new in multiple steps
with a restoration rate determined by the criterion
of quickest unit recovery or of the most important
subsystem recovery (e.g., primary v.s. secondary)
when a unit level failure occurs;
(v) restoration to as good as new in one step with a
prescribed restoration rate independent of the failure
state when any subsystem failure occurs;
(vi) restoration to as good as new in one step with the
lowest restoration rate for the failure state when any
subsystem failure occurs;
(vii) restoration to as good as new in one step with
a restoration rate determined by the sum of average
restoration times of all failed subsystems associated
with the failure state when any subsystem failure
occurs;
(viii) restoration to as good as new in multiple steps
with a restoration rate determined by the criterion
of most speedy unit recovery or of most important
subsystem recovery when any subsystem failure occurs.
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Figure 4 Rate transition diagrams of three types of
functional units

The rate transition diagrams corresponding to the
maintenance policy stated in (i) are shown in Figure 4
for the three types of functional units in Figure 3. In-
troduction of additional states is necessary under most

of the other maintenance policies. The notations used
in Figure 4 are as follows. λ denotes a failure rate,
ρ denotes a restoration rate. A subsystem name ap-
pearing in a section of a state name indicates that the
subsystem is up. A subsystem name with a superscript
c appearing in a section of a state name indicates that
the subsystem is down. c with appropriate subscript
denotes coverage, and c̄ = 1 − c. Superscript l means
a low value indicating, for example, that a subsystem
is in standby mode, and superscript h means a high
value (when the subsystem is no longer in standby).
The state marked by “Critical Processor Unit Failure”
has aggregated all CP unit failure states.

In general, for each of the three cases above, a set of
state transition probabilities can be solved from the for-
ward Kolmogorov equation Ṗ (t) = P (t)Q, P (0) = I
which can be established directly from balancing the
probability flow[2] from a rate diagram at each state.
Therefore, transition rate matrix Q completely deter-
mines the set of transition probabilities. From the
transition probabilities, any state probability can be
easily calculated by setting appropriate initial state
conditions. When the number of the states becomes
large, numerical techniques and approximations must
be sought to solve for the interested state probabil-
ities directly from ~̇p(t) = ~p(t)Q, ~p(0) = ~p0, where
~p(t) = [p1(t) · · · pn(t)] is the state (row) vector for
an n-state functional unit.

Since our interest is in the steady state availability, the
problem is much simplified. The steady state unavail-
ability can be obtained by solving from the algebraic
equation

~psQs =
£
0 · · · 0 1

¤
(3)

for steady state probability vector ~ps, where Qs is ob-
tained by replacing the state equation involving the
derivative of unit failure state by

Pn
i=1 pi = 1. Arrang-

ing the states for the redundant critical processor unit
in the order as marked in Figure 3, and let λc = λPC ,
λe = λES , c = cES = cPC , ρ = λPC +λES , and ρ

l (ρh)
denotes a restoration rate.

Qs =


−2ρ λcc λec λcc λec 0 0 1
0 −ρ− λe 0 0 0 λec 0 1
0 0 −λc− ρ 0 0 λcc 0 1
0 0 0 −ρ− λe 0 0 λec 1
0 0 0 0 −λc− ρ 0 λec 1
0 0 0 0 0 −ρ 0 1
0 0 0 0 0 0 −ρ 1

ρl,h 0 0 0 0 0 0 1

 .

The unavailability of the functional unit is given by
the state probability corresponding to the unit failure
state. Figure 5 shows the results of evaluation the un-
availability reduction factor,

URF ≡ 1−AC2(ORb)
1−AC2(ORr) =

1−Ab
1−Ar , (4)

the ratio of the unavailability of the baseline to that of
redundant architecture under maintenance policy (iii)



for the SM unit (top), and for the CP unit (bottom),
respectively. About a 20 ∼ 95 time reduction in un-
availability in both units is observed for the range of
failure rates indicated in Table 1, and for ρl = 1/24
hr−1. Numerical comparisons are also made with re-
spect to different maintenance polices listed above us-
ing two different restoration rates3. The results are not
shown due to space limit.
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Figure 5 Unavailability reduction factor (URF) for SM
and CP units due to redundancy architecture change

λPC = λc (hr−1) 9.0× 10−6 ∼ 10−4 ρl (hr−1) 1/24

λES = λe (hr−1) 7.4× 10−6 ∼ 10−4 ρh (hr−1) 1/4
λp (hr−1) 5.0× 10−6 ∼ 10−4 ORb 0

λls (hr
−1) 5.0× 10−7 ∼ 10−5 ORr 0.99

λhs (hr
−1) 1.5× 10−5 ∼ 10−3

Table 1. SM and CP units failure, restoration rates,
and OR numbers

4 OR and air operations

It is time to turn to the overall air operation, and in-
vestigate the benefit of a higher OR to the winning
probability of Blue. This is an understandably diffi-
cult problem because of the conceivable complexity in
establishing the linkage between the availability of the
controller in a C2 center and the success of an air op-
eration, though we have just established a definitive
relationship between the availability and the OR. For-
tunately, an earlier development[10] in our effort has
provided the right framework to encourage an attempt.
A brief review of the framework is in order.

A simple representation of a strategic model is shown
at the top of Figure 1. It refers to the mathematical
description of the evolution of a strategic plan in an
air operation. It takes the form of a discrete state and
continuous time Markov process. The model is speci-
fied by (i) a state space {X}, (ii) a set of initial state
probabilities {px(0), x ∈ X}, and (iii) a set of state

3The authors would like to thank Ms. Xiaoxia Wang for her
help in carrying out some of the availability calculations

transition rates {λx,x0(t), x, x0 ∈ X} from the current

state x to the next state x0[2]. Figure 6 shows a low
resolution example of a strategic model composed of
4 binary states: (Blue threatened, Blue defeated, Red
targeted, Red defeated). A state of (True, False, True,
False) can be represented by x = 1010 in binary. The
meanings of the remaining states can be similarly ex-
plained. States 0000, 1000, and 1010 in Figure 6 are
transient states and states 0100, 0101, and 0001 are ab-
sorbing states. Depending on whether preserving the
Blue assets besides destroying the Red assets is also
part of the mission of an air operation, the set of desir-
able outcomes for Blue can be one of {0101, 0001} and
{0001}.
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Figure 6 A low resolution strategic model

An important set of parameters introduced in our ear-
lier work is the set of transition coverage values[10]. A
transition coverage associated with a transition from x
to x0 is the conditional probability that the intended
transition in fact occurs given that a triggering event
has arrived. It is denoted by cux,x0(t), where u indicates
its dependence on the control policy used in the tacti-
cal operation produced by the controller in a C2 center.
It can be seen that a transition coverage serves to ef-
fectively modify the corresponding transition rate via
λx,x0c

u
x,x0(t). The transitions that have transition cov-

erage attached to them are called controllable transi-
tions. Blue’s control objective is to maximize the tran-
sition coverage under the constraints of its resources
and battle dynamics. The presence of C2 availabil-
ity naturally modifies the originally defined transition
coverage[10] for any controllable transition from x to x0
in the following manner.

Cux,x0 = cux,x0AC2, C̄ux,x0 = cux,x0(1−AC2) + (1− cux,x0) (5)

where

Cux,x0 + C̄ux,x0 = 1 (6)

forms the Poisson decomposition[10] of the associated
transition rate λx,x0 . The original Poisson decompo-
sition becomes a special case when C2 availability is
perfect. It is obvious that the introduction of an im-
perfect C2 system availability reduces the effectiveness
of the controller in the C2 center.

We now examine the average effect as well as the real-
time effect of an imperfectly available C2 system on the
air operation model of Figure 6. The following data are



used in producing the result in Figure 7 and Table 2.
λ0,8 = 0.2, λ8,0 = 0.02, λ8,4 = 0.04, λ8,5 = 0.001,
λ8,10 = 0.4, λ10,4 = 0.005, λ10,1 = 0.05, c8,10 = .95(1−
.5e−t/5), and c10,1 = .95(1 − .5e−t/10). Modifications
in transition coverage are as follows.

Cu8,10(t) = cu8,10AC2, C̄u8,10 = cu8,10(1−AC2)+(1−cu8,10),

Cu10,1 = cu10,1AC2, and C̄u10,1 = cu10,1(1−AC2)+(1−cu10,1),
where various cases of AC2 considered are listed in Ta-
ble 2. Function 1(t) in Table 2 denotes the unit step
function. The 4 hour and the 24 hour time slots of un-
available C2 system correspond to the restoration rates
used in the calculation of the previous section. The re-
sults are shown in Figure 7. Final winning probabilities
are also summarized in Table 2.

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1

AC2=1(t-4)

Time (Jour)

W
in

ni
ng

 p
ro

ba
bi

lit
ie

s

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1

AC2=1(t)

W
in

ni
ng

 p
ro

ba
bi

lit
ie

s

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1

AC2=0.99 1(t)

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1

AC2=1(t-24)

Time (Hour)

Blue wins
Red wins
Both lose

Figure 7 Winning probabilities up to the 100th hour of
a military air operation

C2 availability Blue wins Red wins Both lose

AC2 = 1(t) 0.56 0.35 0.09
AC2 = 0.99× 1(t) 0.54 0.36 0.10
AC2 = 1(t− 4) 0.35 0.58 0.07
AC2 = 1(t− 24) 0.01 0.99 0.00

Table 2 Winning probabilities at t = 100 hours when
transient state probabilities have died out.

It can be seen from Figure 7 and Table 2 that a slight
reduction in C2 availability has a limited effect on the
outcome of the air operation on average. However,
when the real-time unavailability of a C2 system falls
within a critical period, the outcome can be disastrous.
The latter case is shown in the two plots at bottom
of Figure 7, and two items at the bottom of Table 2.
These show where the fragility lies. An enhanced oper-
ational reconfigurability can reduce the unavailability
and hence fragility by 2 orders of magnitude as shown
in the example of the previous section. The reduction
is achieved by filling in the periods of operation inter-
ruptions with a fairly unsophisticated usage of existing
redundancy.

5 Conclusions

This paper delineated the importance and the potential
of being able to provide and manipulate redundancy in
the command and control system of a military air op-
eration. The effort boils down to modification of the
C2 system architecture so as to raise the system opera-
tional reconfigurability. An enhanced OR helps reduce
the fragility of an otherwise robust system. The cost
of reduction of fragility is the extra complexity of the
system which must include diagnosis and management
of redundancy (or supervisory control). The complex-
ity introduced, however, is a miniature increment of a
more costly and less carefully studied effort in setting
up monitoring tools within C2 centers. Some simple
but quantified case studies were presented to support
our argument. Our ongoing effort is focused on more
detailed availability modeling.
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