
 
 

 

  
Abstract—This paper examines the problem of time-optimal 

motion control in the context of Scanning Tunneling 
Microscopy (STM) application and hysteresis compensation 
inherent to PZT actuators. The problem was divided into 
velocity tracking problem and point-to-point motion problem, 
and the time-optimal input profile was obtained using the 
command shaping technique of constrained least-square 
optimization. The optimal scanning velocity given a specific 
scanning distance and the effect of sampling rate have also 
been studied. To further improve the tracking performance, 
the piezoelectric hysteresis nonlinearity was modeled using the 
classical Preisach Model, and explicitly compensated using the 
proposed continuous numerical inversion algorithm. 
 

I. INTRODUCTION 
anotechnology is currently a very active research area 
with a broad range of applications in materials science, 
computing, chemical and biological detection, and 

drug treatment. Scanning Tunneling Microscopy (STM) is a 
widely used tool to manipulate materials at the atomic level. 
By its nature, however, the probe/actuator system of a STM 
is inherently flexible and the induced vibration is the major 
limiting factor in achievable scanning precision and speed. 
Many researchers have addressed this problem in various 
ways. S. Devasia and co-workers [1]-[3] adopted a 
feedforward approach and proposed a model-based 
inversion method to achieve the minimum input energy. S. 
Salapaka et al. [4] and G. Schitter et al. [5] individually 
developed a controller based on H∞  technique. X. Tan and 
J. S. Baras [6] proposed a robust control framework for 
smart actuators by combining inverse control with the 1l  
robust control theory. C. J. Li et al. [7] designed a nonlinear 
piezo-actuator controller using a self-tuning regulator based 
on learning parameter estimation. 

A typical scanning trajectory of STM consists of two 
parts: an active-scan region in which the probe scans at a 
precise velocity; and a transition region in which the probe 
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goes back to the starting point in the x axis while the y axis 
is advanced to the next band as fast as possible [1], as 
shown in Fig. 1. The motion control problem is accordingly 
divided into a velocity tracking problem (control over the 
active-scan region) and a point-to-point motion problem 
(control over the transition region). 

In this paper a time-optimal input profile is designed 
using the command shaping technique of constrained least-
square optimization, which was first introduced by M. C. 
Reynolds and P. Meckl [8]. It enables the STM to 
accurately scan along the specified trajectory at a faster rate 
without exciting its vibrational mode.  

Another major concern in STM application is hysteresis 
inherent to the piezoelectric actuator. Hysteresis is an input-
output nonlinearity which, if left uncompensated, will 
degrade the system’s overall performance. There are many 
ways to model hysteresis, but the most popular one is the 
classical Preisach model and its derivatives [9][10]. Though 
the Preisach model does not provide any physical insight 
into the problem, it can successfully produce behaviors very 
similar to physical systems. 

A STM system can be modeled as the composition of a 
hysteresis nonlinear component H and a linear dynamic 
component G as shown in Fig. 2. Tao and Kokotovic [11] 
have shown that accurate position control is achievable if an 
inverse operator 1H − can be found such that H and 1H −  
“cancel” each other, thus allowing the controller to be 
designed based on the linear dynamics of the plant. 

Many hysteresis inversion methods have been proposed. 
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Fig. 1.  Scanning trajectory (from [1]) 

  



 
 

 

D. Hughes and J. T. Wen [12] utilized the monotonic nature 
of the first-order reversal curves (both the first-order 
descending curves and ascending curves) to invert the 
hysteresis function. R. Venkataraman and P. S. 
Krishnaprasad [13] proposed an inversion algorithm based 
on the contraction mapping principle by exploiting the 
properties of Lipschitz continuity and incrementally strict 
increase of the Preisach operator under some mild 
assumptions. X. Tan et al. [14] developed Closest Match 
Algorithm for the inversion directly based on a discretized 
hysteresis model. 

 
In this paper a continuous numerical inversion algorithm 

(CNIA) is proposed based on the classical Preisach Model 
and guaranteed to converge. The speed of convergence can 
be manipulated by choosing an appropriate stopping 
threshold. Simulations serve to demonstrate its effectiveness 
in attenuating the hysteresis nonlinearity. 

II. TIME-OPTIMAL FEEDFORWARD DESIGN 

A. Time-optimal command shaping 
For now we focus on the x-axis movement because the 

actuator doesn’t move in the y-axis during the active 

scanning period and therefore the y-axis movement doesn’t 
affect the scanning accuracy. The x-axis reference trajectory 
(position reference and velocity reference, respectively) 
shown in Fig. 3 is divided into two parts. 

The first part 1 3PP  is basically a velocity tracking 
problem. The scanning duration 2 1scanT t t= −  is determined 
by the specific scanning distance and velocity, thus 1t  is the 
optimization goal. By setting the tracking tolerance on 1 2PP  
to infinity and the tracking tolerance on 2 3P P  to the desired 
value that meets the velocity tracking precision, the system 
is made to reach the desired velocity as fast as possible and 
then settle down to a nearly constant velocity for the 
duration of scanT . The second part 3 4P P  is essentially a 
point-to-point motion problem without any tracking 
constraints, which enables the system to return to the 
starting point in the x-axis as fast as possible. This way the 
shaped command input will be time optimal. 

The command shaping technique for tracking [8] is used 
to solve the optimization problem and can be formulated on 
the discrete-time state space representation as follows. 
Given the system 
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Fig. 3.  Scanning reference trajectory. 
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Also the actuator has a saturation limit: 

max( )u k F≤           (8) 
By incorporating the tracking constraint and actuator limit 
at each point on the trajectory in a least-square 
programming scheme, a time-optimal input profile can be 
obtained by increasing k until a solution satisfying the 
constraints results. The optimization problem is formulated 
as 
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There are many standard packages for solving linear 
least-square programming problems such as MATLAB. 
Compared to other optimization schemes, the largest 
advantage of this method is that tracking can be directly 
specified in the solution scheme, thus avoiding manipu-
lating weighting factors that have little physical meaning. 

The linear component G of STM model we used to do 
the simulation is a 4th-order transfer function (10) adopted 
from [1], which contains a pair of non-minimum phase 
(NMP) zeros at 1643 Hz and two vibration modes with 
natural frequencies of 241.9 Hz and 777.4 Hz, respectively.  
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The resulting command profile is shown in Fig. 4. This 
profile doesn’t have the symmetry shown in L. Y. Pao’s 
work [15] and at the end of the maneuver the input doesn’t 
go back to zero because the STM model doesn’t have a 
rigid body mode. The position and velocity outputs for three cycles of the shaped time-optimal command are 

shown in Fig. 5. 

B. Time optimality under different velocities 
The time optimality of the solution using different 

scanning velocities is investigated and the results are shown 
in Fig. 6 for three scanning distances of 20, 14 and 8 µm , 
respectively. It is observed that, for a given scanning 
distance, a higher scanning velocity does not necessarily 
result in a shorter cycle time because the time spent on the 
transition to reach the desired velocity may offset the time 
gained during the active scanning period scanT . It is also 

Fig. 4. Time-optimal command profile for 410 µm/sdv =  

 
 

Fig. 6. Time optimality comparison between different 
scanning velocities  

 

 
Fig. 5.  Position and velocity outputs to the time-optimal command 

TABLE I 
STM MODEL PARAMETERS 

 Damping ratio Natural frequency 
(Hz) 

NMP zero 0.70 1643.0 
1st mode 0.008 241.9 

2nd mode 0.39 777.4 
K 97000 

 



 
 

 

noticed that the optimal velocity dv , for which cycle time is 
minimized, decreases when the scanning distance is 
reduced, for example, dv  for 20, 14 and 8 µm  are 1.5, 1.2 

and 1.0 410 µm/s× , respectively. 
The effect of the sampling rate on reducing velocity 

tracking error is also examined. The comparison of tracking 
errors in three cases (the sampling time of 0.2, 0.1 and 0.05 
ms, respectively) is shown in Fig. 7, which is a zoom-in of 
the scanning portion (the desired scanning velocity is 

410 µm/s ). It can be observed that higher sampling 
frequency yields a feedforward profile with smaller velocity 
tracking error between two consecutive sampling instants. 

III. CONTINUOUS NUMERICAL INVERSION OF HYSTERESIS 
NONLINEARITY 

Like the Closest Match Algorithm (CMA) developed by 
X. Tan et al. [14], our proposed CNIA searches for the 
numerical approximation of the inverse hysteresis instead of 
trying to find the exact inversion. This significantly reduces 
the mathematical complexity of the inversion problem. The 
difference is that X. Tan’s work was based on a discrete 
model of hysteresis while ours is essentially based on a 
continuous Preisach model.   

The advantage from this difference can be illustrated with 
the analogy of numerical approximation of curves. CMA is 
like curve-fitting using a staircase profile (discrete 
approximation). The only way to reduce the approximation 
error is to refine the staircase, which means more 
experimental data have to be collected for the model 
identification, thus tremendously increasing the computa-
tional burden (they used least-square estimation).  CNIA is 
like approximation using linear interpolation (hence we call 
it “continuous”), therefore much less identification data are 
needed without sacrificing the curve-fitting accuracy. 

Moreover, if the linear interpolation is replaced by higher-
order polynomial fitting, which is easy to do, a further 
reduction in the approximation error can be expected.  

The search method of CNIA yields a control input *u  
that satisfies 

[ ]* *

min max
ˆ ( ; ) , ,du f u u uψ εΓ − ≤ ∈    (11) 

where Γ̂  is the Preisach operator of the identified hysteresis 
model, ψ  is the input history, df  is the desired hysteresis 
output  and 0ε >  is the allowed inversion error. 

The algorithm is outlined as follows with an example of 
searching on a descending curve as illustrated in Fig. 8. We 
assume that the initial conditions of (0)u , (0)ψ  and the 

corresponding hysteresis ouput ( )ˆ(0) (0); (0)f u ψ= Γ  are 
given. The following iteration steps are for the k-th 
sampling instant ( 1k ≥ ). The notation ( ) ( )nu k  represents 
the n-th iteration value of ( )u k . Without confusion, we 

drop the index k and only use ( )nu  to simplify the notation. 
*u  represents the returned value for ( )u k  that satisfies 

(11). In addition to *u , the algorithm also returns the 
updated input history *ψ  for the next sampling instant. 

 
Continuous Numerical Inversion Algorithm: 

Step 1:  Let ( 0) ( 1)u u k= − , ( 0) ( 1)kψ ψ= − , and 
( 0) ( 1)f f k= − , as Point 0 in Fig. 8. Set iteration step 

0n = . If ( 0)

df f= , go to Step 5. 

Step 2: Initialize the search step 0u∆ > . If ( 0)

df f> , it 
means that the desired hysteresis output is going down 
along a descending curve. Then let (1) ( 0)u u u= − ∆  
(this gives Point 1 in Fig. 8). Otherwise, if ( 0)

df f< , 
it means that the desired hysteresis output is going up 
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Fig. 8.  Example of CNIA 
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Fig. 7. The effect of sampling frequency on reducing 

the velocity tracking error  



 
 

 

along an ascending curve. Then let (1) ( 0)u u u= + ∆ . 
And now 1n = . 

Step 3:   Saturation and Convergence check: 
•  Check if ( )

min max

nu u u≤ ≤ . If not, let ( )

min

nu u=  if 
( )

min

nu u< ; let ( )

max

nu u=  if ( )

max

nu u> . 

•  Calculate the hysteresis output ( )( ) ( ) ( 1)ˆ ;n n nf u ψ −= Γ ; 

at the same time update the input history to ( )nψ . If 
( )n

df f ε− ≤  (as Point 3 in Fig. 8), the convergence 
has been reached. Go to step 5. Otherwise (as Point 1 
and 2 in Fig 8) continue to next step. 

Step 4:   Modify the searching point: 
•  For the case of df  being on a descending curve: 

� If ( ) 0n

df f− > , keep the current u∆  as it is. Let 

1n n= + , ( ) ( 1)n nu u u−= − ∆   (this gives Point 2 in  
Fig. 8). Go to step 3. 

� If ( ) 0n

df f− < , it means that the last increment of u 
is too large and the n-th test point has skipped over to 
the other side of df . Then reduce the increment by 

/ 2u u∆ = ∆  and modify the n-th test point to 
( ) ( 1)n nu u u−= ∆+  (this gives Point 3 in Fig. 8). Go to 

step 3. 
•  For the case of df  being on an ascending curve: 

� If ( ) 0n

df f− < , keep the current u∆  as it is. Let 

1n n= + , ( ) ( 1)n nu u u−= + ∆ . Go to step 3. 
� If ( ) 0n

df f− > , it means that the last increment of u is 
too large and the n-th test point has skipped over to 
the other side of df . Then reduce the increment by 

/ 2u u∆ = ∆  and modify the n-th test point to 
( ) ( 1)n nu u u−= ∆− . Go to step 3. 

Step 5:  Let * ( )nu u= , * ( )nψ ψ= . Exit. 
As each reversal curve (either ascending or descending) 

of the hysteresis is monotonic, the proposed search 
algorithm is guaranteed to converge. The number of 
iterations needed depends on the choice of the stopping 
threshold ε . Since the algorithm is implemented in a digital 
controller where A/D converters are used, the value of ε  
should not be smaller than the quantization error. CNIA 
outlined above uses the variant-step search algorithm, but 
other advanced search algorithms can be readily adopted.  

The simulation result of open loop hysteresis 
compensation is shown in Fig. 9 and 10 which serve to 
demonstrate the effectiveness of CNIA in attenuating 
hysteresis nonlinearity. The notation of u, ur, uc in the 
figures is defined in Fig. 2. It is observed that the 

compensation error r cu u ε− ≤ where the threshold ε is 
set to 0.2% of the input range in this example. Fig. 10 
shows that the relationship between the reference input ur 
and the virtual input uc to the linear component G of the 
plant with hysteresis nonlinearity is almost linear when the 
compensation of CNIA is applied. 

IV. CLOSED-LOOP IMPLEMENTATION 
Although the time-optimal command is an open loop 

signal, it can be easily incorporated into a closed-loop 
framework as illustrated in Fig. 11. If the reference model 
G0 is identical to the actual plant G and 1H −  cancels H 
perfectly, the tracking error e = 0 and the resulting closed-
loop response will be identical to the original open loop 
response. Otherwise the feedback controller C will modify 
the actual control input u to compensate for modeling 
errors. The only requirement is that the maximum allowable 
actuator limit for the time-optimal command be less than 
the actual actuator limit so that some actuator effort is 
available for the feedback control. 

 
Fig. 9. Hysteresis compensation and compensation error 

 
Fig. 10. Linearization of the hysteresis nonlinearity 



 
 

 

 

 
Fig. 12 illustrates the closed-loop response obtained by 

incorporating the shaped command input, a 5th-order 
feedback controller by pole-placement, and the hysteresis 
compensation using CNIA whose convergence threshold is 
set to 2 mV. It can be observed that the uncertainty due to 
the hysteresis inversion error has been taken care of by the 
feedback compensation, while in the open loop case, the 
tracking error due to this uncertainty is as large as 0.2 µm . 

V. CONCLUSION 
This paper introduced a practical high-speed, high-

precision motion control strategy for scanning of piezo-
actuators used in scanning tunneling microscopy. The time-
optimal feedforward input was obtained using the command 
shaping technique of constrained least-square optimization, 
and the hysteresis nonlinearity in the plant was compensated 
using the proposed continuous numerical inversion 
algorithm. Simulations were done and the high performance 
of the proposed controller was demonstrated. Future work 
includes experimental test on an actual piezo-actuator and 
study of the combined feedforward/feedback tracking 
strategy. 
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Fig. 12. Closed-loop implementation on the STM model with 
the hysteresis nonlinearity 

Fig. 11. Closed-loop implementation framework
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