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Abstract— This paper studies an extension of a Stokes-Dirac
structure which is treated in a port-Hamiltonian formulation
of distributed-parameter systems for a higher order. The
extended structure does not only use exterior derivative opera-
tors but Hodge star operators and their composite operators to
relate flows with efforts. The structure represents a differential
relation between energy variables and it shows clearly some
geometric properties.

I. I NTRODUCTION

A generalized Hamiltonian formulation provides a use-
ful framework to describe a physical network. A port-
Hamiltonian system consists of an interconnection of some
subsystems, which are represented as Hamiltonian systems
with boundary ports. The input-output relation is given by a
power-conserving interconnection called a Dirac structure.

Recently, in the framework a treatment of distributed-
parameter systems has been proposed [1]. The Dirac struc-
ture is defined by differential forms on a spatial domain of
the system and its boundary. The definition based on Stokes’
theorem is called a Stokes-Dirac Structure. The structure
means the power-conserving property, namely the change
of the interior energy is equal to the power supplied to the
system through its boundary.

In this paper, an extension of the Stokes-Dirac structure is
presented. The standard Stokes-Dirac structure is defined by
using an exterior derivative operator to describe the relation
between flows and efforts. The proposed extension allows
the structure to use not only exterior derivative operators,
but Hodge star operators and their composite operators also.
The structure means that there are higher order differential
relations between energy variables, and it makes some
geometric properties clear.

Finally, two examples are presented. One is about Euler-
Bernoulli equation. This is the case that a system represen-
tation is both an asymmetry and an infinite, then the proof of
the Stokes-Dirac structure can not be performed. We show
that the Stokes-Dirac structure with the higher order gives a
symmetric form. And it expresses same geometric relations.
Another example is a treatment of Electromagnetic wave
equations.
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II. PRELIMINARIES

In the modeling of a power-conserving interconnection,
the relation between elements is described such as the total
incoming power into the interconnection is always zero
through the boundary. The power-conserving interconnec-
tion is formalized by a Dirac structure as follows [1].

Definition 2.1: Let F and E be linear spaces with a
bilinear operation〈 | 〉 : F × E → L called a pairing such
as

〈 e|f 〉 ∈ L , f ∈ F , e ∈ E . (1)

By symmetrizing the pairing we obtain a symmetric bilinear
form 〈〈 , 〉〉 on F × E defined as

〈〈 (f1, e1), (f2, e2) 〉〉 := 〈 e1|f2 〉+ 〈 e2|f1 〉 . (2)

Definition 2.2: Let F and E be linear spaces with the
pairing 〈 | 〉. We denote an orthogonal complement with
respect to the bilinear form〈〈 , 〉〉 by ⊥. A Dirac structure
is a linear subspaceD ⊂ F × E such thatD = D⊥.

Definition 2.3: Let Z be ann-dimensional smooth man-
ifold with a smooth (n− 1)-dimensional boundary∂Z,
representing the space of energy variables. LetΩk(Z) be
differential k-forms onZ. A pairing betweenα ∈ Ωk(Z)
andβ ∈ Ωn−k(Z) is given by

〈 β|α 〉 :=
∫

Z

β ∧ α . (3)

Similarly, there is a pairing betweenα ∈ Ωk(∂Z) andβ ∈
Ωn−k−1(∂Z) is given by

〈 β|α 〉 :=
∫

∂Z

β ∧ α . (4)

Definition 2.4: Let Fp,q andEp,q be linear spaces satis-
fying p + q = n + 1 given by

Fp,q := Ωp(Z)× Ωq(Z)× Ωn−p(∂Z) ,

Ep,q := Ωn−p(Z)× Ωn−q(Z)× Ωn−q(∂Z) .
(5)

Let (fp, fq, fb) ∈ Fp,q and (ep, eq, eb) ∈ Ep,q . By (3) and
(4), (2) yields the bilinear form

〈〈 (f1
p , f1

q , e1
p, e

1
q, f

1
b , e1

b), (f
2
p , f2

q , e2
p, e

2
q, f

2
b , e2

b) 〉〉

:=
∫

Z

(
e1
p ∧ f2

p + e1
q ∧ f2

q + e2
p ∧ f1

p + e2
q ∧ f1

q

)

+
∫

∂Z

(
e1
b ∧ f2

b + e2
b ∧ f1

b

)
. (6)



III. I NCIDENTAL PROBLEMS

A general modeling method with a Stokes-Dirac structure
has not been introduced yet. The difficulty may be close
to an existence of a Hamiltonian of systems in terms of
analytical mechanics. Then we intend to expand and to
formalize it first. In this section we introduce a more sys-
tematic treatment of multi variables systems and a definition
procedure of the higher order differential energy variable.
And we discuss about these properties.

A. Multi variables systems

Generally a practical system consists of some power
ports. Then let us consider a formulation of multi variables
systems with the Stokes-Dirac structure.

Lemma 3.1:Let F ′ and E ′ be linear spaces satisfying
p + q = n + 1 given by

F ′ :=
(
Ωp(Z)× Ωq(Z)

)m

×
(
Ωn−p(∂Z)

)l

,

E ′ :=
(
Ωn−p(Z)× Ωn−q(Z)

)m

×
(
Ωn−q(∂Z)

)l

.

(7)

Considerm pairs of energy variables and its dual onZ
(fi, ei) ∈ F ′ × E ′ ( i = 1, · · · , 2m ). Considerl pairs of
energy variables and its dual on∂Z (fbi, ebi) ∈ F ′×E ′ ( i =
1, · · · , l ). These variables are related by

F = A · E ,

[
Fb

Eb

]
= B · E , (8)

where

F = [f1, · · · , f2m]> , E = [e1, · · · , e2m]> ;

Fb = [fb1, · · · , fbl]> , Eb = [eb1, · · · , ebl]> .
(9)

A is a2m× 2m matrix containing exterior derivative oper-
ators, Hodge star operators and their composite operators
as elements.B is a 2l × 2m matrix containing exterior
derivative operators, Hodge star operators, their composite
operators and real numbers as elements. Diagonal elements
of A are equal to zero.

Let aij be a(i, j) element of the matrixA. we consider
the small matrixÃij =

[ 0 aij

aji 0

]
. We haveÃij is satisfied

a Dirac structure on two pairs(fi, ei) and (fj , ej) with
appropriate boundary variables for alli and j, if and only
if, the linear subspace which is defined by (8) is satisfied a
Dirac structure.

Proof: Let f be a set of a flow ande be a set of an
effort such as

f# = {f#
1 , · · · , f#

2m} , e# = {e#
1 , · · · , e#

2m} ;

f#
b = {f#

b1, · · · , f#
bl } , e#

b = {e#
b1, · · · , e#

bl} .
(10)

By (1) and (2), we have

〈〈 (f1, e1, f1
b ,e

1
b), (f

2, e2, f2
b , e

2
b) 〉〉

=
∫

Z

(
e1
1∧f2

1 +· · ·+e1
2m∧f2

2m+e2
1∧f1

1 +· · ·+e2
2m∧f1

2m

)

+
∫

∂Z

(
e1
b1 ∧ f2

b1 + · · ·+ e1
bl ∧ f2

bl

+ e2
b1 ∧ f1

b1 + · · ·+ e2
bl ∧ f1

bl

)
. (11)

By the first equation of (8), each term of (11) is written as

ei ∧ fi = ei ∧
(
ai1e1 + · · ·+ ai 2m e2m

)

= ei ∧ ai1e1 + · · ·+ ei ∧ ai 2m e2m . (12)

We can immediately know that the diagonal element of the
matrix A is zero all. By substitution (12) into (11) we have

2m∑

i=1

2m∑

j=i+1

[∫

Z

(
e1
i ∧ aije

2
j + e1

j ∧ ajie
2
i + e2

i ∧ aije
1
j

+ e2
j ∧ ajie

1
i

)
+

∫

∂Z

(
e1
bk ∧ f2

bk + e2
bk ∧ f1

bk

)
]

, (13)

wherek = 2m(i− 1) + j + i(i + 1)/2. Each non-zero term
which is determined by(i, j) in (13) is corresponding to
one Stokes-Dirac structure.

Indeed, if all terms of (13) satisfy the Dirac structure then
the sufficient condition is satisfied.

Assume that (8) holds Dirac structure and that at least one
term of (13) is not satisfied. Then (11) must be nonzero. But
this is contradiction for the assumption. Thus this shows the
”only if” part.

B. Definition of energy variables

We now derive a procedure of a higher order differen-
tiation of energy variables. We assume that the exterior
derivative operator relates to spatial variables only.

Energy variables are described by differential forms.
Then, simple multiple operations of the exterior derivative
‘d’ do not generate these higher order differentiations.
Becaused◦d = 0.

If ω is an exactp-form which is an element of the image
d(Ωp−1(M)) ⊂ Ωp, thendω = 0. Even thoughω is exact,
∗ω is not exact i.e.d ∗ ω 6= 0 necessarily, where∗ is
a Hodge star operator. Hence we define the higher order
differentiation with the alternate action ofd and∗.

We assume that energy variables are defined as the flow
f1, f̄1 ∈ Ωk(M) first. There are two sequences according
to the first operation as the following diagram:

e2 f1 , f̄1 ē2∈ ∈ ∈

· · · // Ωk−1(M) d // Ωk(M)
∗ ²²

d // Ωk+1(M) //

∗ ²²

· · ·

· · · Ωn−k+1(M)oo
∗

OO

Ωn−k(M)

∗
OO

doo Ωn−k−1(M)doo · · ·oo

∈ ∈ ∈

f2 e1 , ē3 f̄2 .
(14)



Namely, one of sequences takes∗ first.

f1
∗→ e1

d→ f2
∗→ e2

d→ f3 → · · · . (15)

The other takesd first.

f̄1
d→ ē2

∗→ f̄2
d→ ē3

∗→ f̄3 → · · · . (16)

Remark 3.1:If energy variables are one-parameter func-
tions, or 1-forms and0-forms on a smooth1-dimensional
manifold, these are unique forms on the manifold respec-
tively. In the case of the others the flow and the effort do
not take same forms until∗ d ∗ d or d ∗ d ∗ is operated.

C. Arbitrariness of energy variables

We consider three types of an equivalent class which
provides freedom of representations about energy variables.

One of freedoms exists on the definition of higher order
energy variables. Ifω ∈ Ωk(M) is an effort, then the flow
is defined bydω ∈ Ωk+1(M) in (15). On the other hand
we consider thatω +dη ∈ Ωk(M) is a effort, then the flow
is equal to the previous resultdω ∈ Ωk+1(M).

A set of such closedk-forms ω ∈ Ωk(M) is identified
as de Rham cohomology class denoted by

[ω] = ω + dη ∈ Ωk(M) , η ∈ Ωk−1(M) . (17)

Remark 3.2:We can see that this result corresponds to a
gauge transformation[4]. It is known as a degree of freedom
such that the vector potential is not defined uniquely in
Maxwell’s equation for example. This transformation gives
it equivalent physical meanings as long as the relation holds
after applying a exterior derivative.

Another freedom appears in the case that a result of
an interior product between a flow and an effort is zero
equivalently.

Example 3.1:One of the example is treated in [1] as the
special case of the standard Stokes-Dirac structure for an
ideal isentropic fluid. This is called a modified Stokes-Dirac
structure.[

fρ

fv

]
=

[
dev

deρ + 1
∗ρ ∗

(
(∗dv) ∧ (∗ev)

)
]

→ ev ∧ fv = ev ∧ deρ + ev ∧
(

1
∗ρ ∗

(
(∗dv) ∧ (∗ev)

))

= ev ∧ deρ . (18)

The last freedom exists on a modeling of systems with
higher order energy variables. That is, there are some com-
binations to represent higher order terms (e.g.wxxxdx =
dwxx = d ∗ dwx = d ∗ wxxdx =...). We will show it as a
example in section V.

IV. M AIN RESULTS

From Lemma 3.1we only have to verify a Stokes-Dirac
structure for decomposed structures independently instead
of a whole system. Then we consider the Stokes-Dirac
structure for such a minimum structure. The extension

allows the structure to use not only exterior derivative
operators, but Hodge star operators and their composite
operators also.

A. Definitions

Lemma 4.1:Let ω be a differentialk-form on a smooth
n-dimensional manifoldM . Then (∗d)mω is a σ-form,
where

σ :=

{
k , whenm is an even number;
n− k − 1 , whenm is an odd number.

(19)

Proof: The following diagram summarizes the rela-
tionships between spaces of differential forms.

· · · // Ωk(M) d // Ωk+1(M)
∗ ²²

// · · ·

· · · Ωn−k(M)oo
∗

OO

Ωn−k−1(M)doo · · ·oo

(20)

.

Definition 4.1: Let σ̄ be an integer number defined by
the converse case ofσ such as

σ̄ :=

{
n− k − 1 , whenm is an even number;
k , whenm is an odd number.

(21)

Definition 4.2: Let σ and σ̄ be integer numbers defined
by (19) and (21). Letεm and ε̄m be binary numbers which
are equal to 1 or -1 defined by

εm :=

{
−(−1)σσ̄ , whenm is an even number;
1 , whenm is an odd number,

(22)

ε̄m :=

{
−1 , whenm is an even number;
(−1)σσ̄ , whenm is an odd number.

(23)

Lemma 4.2:If we consider equations

d(∗d)mα ∧ β =
m∑

i=0

εm−i d
(
(∗d)m−iα ∧ (∗d)iβ

)

+ ζ0α ∧ d(∗d)mβ , (24)

d(∗d)mβ ∧ α =
m∑

i=0

εm−i d
(
(∗d)m−iβ ∧ (∗d)iα

)

+ ζ̄0β ∧ d(∗d)mα , (25)

then we have following relations.
(i) the case thatn is an even number

Let α be ak-form andβ be a(n−k−1)-form. If (∗d)mα
is a σ-form and(∗d)mβ is a σ̄-form, then we have

ζ0 = −(−1)σ , ζ̄0 = −(−1)σ̄ . (26)

(ii) the case thatn is an odd number
Let α andβ be k-forms. If (∗d)mα and (∗d)mβ are σ̄-

forms, then we have

ζ0 = ζ̄0 = (−1)σ(σ̄+1) . (27)

Proof: The summary proof is showed only. Letn be
an even number. Then(∗d)mα is aσ-form and(∗d)mβ is a



σ̄-form. It is easy to show above statements using following
properties:

d(∗d)mα ∧ (∗d)n−mβ

= d
(
(∗d)mα ∧ (∗d)n−mβ

)
(28)

− (−1)σ(∗d)mα ∧ d(∗d)n−mβ ,

(∗d)mα ∧ d(∗d)n−mβ

= ∗d(∗d)m−1α ∧ d(∗d)n−mβ (29)

= (∗d)n−m+1β ∧ d(∗d)m−1α

= (−1)σ(σ̄+1)d(∗d)m−1α ∧ (∗d)n−m+1β .

B. Extensions of the Stokes-Dirac structure

We show three types of extensions for the Stokes-Dirac
structure as follows.

Theorem 4.3 (d(∗d)m-type): Let F and E be linear
spaces satisfyingp + q = n + 1 given by

F := Ωp(Z)× Ωq(Z)×
(
Ωn−p(∂Z)

)m

,

E := Ωn−p(Z)× Ωn−q(Z)×
(
Ωn−q(∂Z)

)m

.
(30)

Let D be a linear subspace ofF × E such as

D =
{
(fp, fq, ep, eq, fb1, · · ·, fbm, eb1, · · ·, ebm) ∈ F × E |[

fp

fq

]
=

[
0 γq d(∗d)m

γp d(∗d)m 0

][
ep

eq

]
,




fb1

fb2
...

fbm


=




ε̄0ep|∂Z

ε̄1(∗d)ep|∂Z
...

ε̄m(∗d)mep|∂Z


 ,




eb1

eb2
...

ebm


=




(∗d)meq|∂Z

(∗d)m−1eq|∂Z
...

eq|∂Z




}
,

(31)
where

γp :=

{
−(−1)σ̄(σ+1) , whenn is an even number;
−(−1)σ(σ̄+1) , whenn is an odd number,

γq := ζ0 . (32)

ThenD is a Dirac structure.

Theorem 4.4 (∗(d∗)m-type): Let F and E be linear
spaces satisfying2k = n + 1 given by

F := Ωk(Z)× Ωk(Z)×
(
Ωn−k(∂Z)

)m

,

E := Ωn−k(Z)× Ωn−k(Z)×
(
Ωn−k(∂Z)

)m

.
(33)

Let D be a linear subspace ofF × E such as

D =
{
(fp, fq, ep, eq, fb1, · · ·, fbm, eb1, · · ·, ebm) ∈ F × E |[

fp

fq

]
=

[
0 γ̂q ∗ (d∗)m+1

γ̂p ∗ (d∗)m+1 0

][
ep

eq

]
,




fb1

fb2
...

fbm


=




ε̄0ep|∂Z

ε̄1(∗d)ep|∂Z
...

ε̄m(∗d)mep|∂Z


 ,




eb1

eb2
...

ebm


=




(∗d)meq|∂Z

(∗d)m−1eq|∂Z
...

eq|∂Z




}
,

(34)

where σ̂ = σ|k=n−k , ¯̂σ = σ̄|k=n−k , γ̂p =
(−1)(n−k)kγp|σ̂,¯̂σ , γ̂q = (−1)(n−k)kγq|σ̂,¯̂σ. ThenD is
a Dirac structure.

Proof: We consider that̂p = n− k and q̂ = n− k in
(30). If we replace∗(d∗)m+1 in (31) with d(∗d)m, that is,

∗(d∗)m+1α ∧ β = (−1)(n−k)kd(∗d)m ∗α ∧ ∗β , (35)

then we only have to consider the same relation.

Theorem 4.5 (∗-type): Let F and E be linear spaces
satisfying2k = n + 1 given by

F := Ωk(Z)× Ωk(Z) ,

E := Ωn−k(Z)× Ωn−k(Z) .
(36)

If a linear subspace ofF × E is

D =
{
(fp, fq, ep, eq) ∈ F × E |

[
fp

fq

]
=

[
0 −∗
∗ 0

][
ep

eq

]}
, (37)

thenD is a Dirac structure.

Proof: The proof is the same way as previous subsec-
tion.

This structure has been induced in [2] and [3] as a part of
Timoshenko beam models. The structure has no boundary
variables.

V. EXAMPLES

In this section, two concrete examples are presented to
clarify the usage of the extended Stokes-Dirac structure.

A. Euler-Bernoulli beam equation

Consider Euler-Bernoulli beam equation

ρwtt = −EIwxxxx , (38)

where w is the displacement of the beam at the spatial
variablex at time t, ρ is the mass density andEI is the
elasticity modulus. The total stored energy is written as

H(t) =
1
2

∫ L

0

ρ
(
wt

)2 + EI
(
wxx

)2
dx . (39)

Let αp = wxxdx (fp1 = −∂tαp) be a potential elastic
energy of the bending and letσp = ∗αp (= ep1) be an
associated co-energy variable, that is, the stress. Letαq =
κ wtdx (fq1 = −∂tαq) be a kinetic energy, that is, the
translational momentum and letvq = κ−1 ∗αq (= eq1) be
a co-energy velocity, whereκ = ρ

EI .
Now we consider the representation of (38) with the stan-

dard Stokes-Dirac structure. But it is impossible to construct
the right-hand side of (38) with only these energy variables
corresponding to the left-hand sidefq1 = −κ wttdx. If a
new energy variableep2 = wxxx is defined, then (38) is
written as−κ wttdx = d · wxxx.

Next the dualfp2 = −wtxxxdx of the energy variable
ep2 must be defined as well. This yields naturally the effort
eq2 which is related byfp2. Furthermore the sequence

ep2
∗→ fp2

d→ eq2
∗→ fq2

d→ ep3 → · · · (40)



is derived by recursive operations. The system representa-
tion given by this procedure is written as



κ wttdx
κ wtxxdx
κ wttxxdx

...
wtxxdx
wtxxxdx
wtxxxxdx

...




=




0 0 0 0 0 −d 0 0
0 0 0 0 0 0 −d 0
0 0 0 0 0 0 0

. ..
0 0 0 0 0 0 0 0
0 d 0 0 0 0 0 0
0 0 d 0 0 0 0 0
0 0 0

.. . 0 0 0 0
0 0 0 0 0 0 0 0







wt

wtx

wtxx
...

wxx

wxxx

wxxxx
...




(41)

.

This is not satisfied with the standard Stokes-Dirac struc-
ture. Now, by the proposed extension, (41) is written as

[
κ wttdx
wtxxdx

]
=

[
0 −d∗d

d∗d 0

][
wt

wxx

]
=

[
0 −∗∆
∗∆ 0

][
wt

wxx

]
, (42)

where ∆ = dδ + δd : Ωp(M) → Ωp(M) is Laplace-
Beltrami operator andδ = (−1)np+n+1 ∗ d ∗ : Ωp(M) →
Ωp−1(M) is an adjoint operator ofd, then−∗∆ ≡ ∗ ∗ d ∗
d = (−1)k(n−k)d ∗ d. For example we can apply a control
method to (42) using Casimir functional [3].

Remark 5.1:In the case above∆ is considered for a
0-form. Then ∆ = δd, namely we used onlyd(∗d)m-
type. Generally, we have to consider bothd(∗d)m-type and
∗(d∗)m-type for a calculation of∆.

A differential form ω which is satisfying∆ω = 0 is
called a harmonic. This means that a value of a point is
equal to a mean value around the neighborhood. In (42)
there are relations [flow]= ∗∆ω. These can be modified to
∆ω = [effort]. It is considered thatω is a harmonic form
if all efforts are equal to zero.

B. Electromagnetic wave equations

Maxwell’s equations contains an important physical re-
sult that an electromagnetic field travels into a space as
a wave. The formulation in terms of distributed-parameter
port-Hamiltonian systems of Maxwell’s equations has been
given already [1].

Let Z be a 3-dimensional manifold with a boundary∂Z.
Now we identify contravariantk-tensor fields andk-forms.
The energy variables are both the electric field induction
D ∈ Ω2(Z) and the magnetic field inductionB ∈ Ω2(Z).
The co-energy variables are both the electric field intensity
E ∈ Ω1(Z) and the magnetic field intensityH ∈ Ω1(Z).
And J ∈ Ω2(Z) is the current density and̂ρ ∈ Ω3(Z) is
the charge density.

Maxwell’s equations are

ε̂0δE = −ρ̂ , (43)

dE = −∂B

∂t
, (44)

dB = 0 , (45)

c2ε̂0δB = J + ε̂0
∂E

∂t
, (46)

where ε̂0 is the electric permittivity (‖ε̂0‖ = ε0, ∗ε̂0u =
ε0u, u ∈ Ω1(Z)) andc is the speed of light.

Now we introduce the constitutive relations of the
medium:H = c2ε̂0B, D = ε̂0E. Then (43) can be written
as

dD = ρ̂ . (47)

Applying δ to (47) we haveδdD = ∗dρ. And we have

dδD = − 1
c2

∂J

∂t
− 1

c2

∂2D

∂t2
. (48)

By the calculation of∆ = dδ + δd we have

1
c2

∂2D

∂t2
+ ∆D = ∗dρ− 1

c2

∂J

∂t
. (49)

Applying d∗ to (46), (44) yields

c2ε0dδB = d∗J − ε0
∂2B

∂t2
. (50)

Then we have

1
c2

∂2B

∂t2
+ ∆B =

1
c2ε0

d∗J . (51)

In free space, (49) and (51) can be written as
[
∂t(dH)
∂t(dE)

]
= c2

[
0 d∗d

−d∗d 0

][ ∗B
−∗D

]
, (52)

[
fb1

fb2

]
=

[ −c2∗B
−c2(∗d)∗B

]
,

[
eb1

eb2

]
=

[−(∗d)∗D
−∗D

]
. (53)

The energy balance is

dE
dt

=
∫

∂Z

c2ε0B ∧ ∂B

∂t
+ ε0E ∧ ∂E

∂t
. (54)

It is considered thatE of (54) is a energy density of
Poynting’s theorem.

VI. CONCLUSIONS

The extended Stokes-Dirac structure can represent higher
order differential relations between energy variables and
make some geometric properties clear.

The other advantage is the property which decomposes
the whole structure symmetrically into independent ones for
the Stokes-Dirac structure.

APPENDIX

Proof of Theorem 4.3:The statement follows from the
proof of the standard Stokes-Dirac structure [1]. We will
denote the linear subspace by

Ψ1 := (f1
p , f1

q , e1
p, e

1
q, f

1
b1, · · · , f1

bm, e1
b1, · · · , e1

bm) ,

Ψ2 := (f2
p , f2

q , e2
p, e

2
q, f

2
b1, · · · , f2

bm, e2
b1, · · · , e2

bm) .
(55)

First, 〈〈 ·, · 〉〉 is calculated forΨ1, Ψ2 ∈ D. If this result
is zero, thenΨ1 ∈ D⊥ showingD ⊂ D⊥. Secondly, we
consider a condition ofΨ1 ∈ D⊥ such that〈〈 ·, · 〉〉 is zero
for all Ψ2 ∈ D. Namely,D⊥ ⊂ D, that is,D = D⊥.

(i) D ⊂ D⊥
Let Ψ1 ∈ D, and consider anyΨ2 ∈ D. By substitution
of (31) into (6) the right-hand side of (6), transpositions



of both the second and the fourth term in the first integral
yield

∫

Z

[
γqe

1
p ∧ d(∗d)me2

q − d(∗d)me2
p ∧ e1

q

+ γqe
2
p ∧ d(∗d)me1

q − d(∗d)me1
p ∧ e2

q

]

+
∫

∂Z

m∑

i=0

ε̄m−i

[
(∗d)m−ie1

q ∧ (∗d)ie2
p

+ (∗d)m−ie2
q ∧ (∗d)ie1

p

]
. (56)

By Lemma 4.2, we have

d(∗d)me2
p ∧ e1

q =
m∑

i=0

εm−i d
(
(∗d)m−ie2

p ∧ (∗d)ie1
q

)

+ ζ0e
2
p ∧ d(∗d)me1

q , (57)

d(∗d)me1
p ∧ e2

q =
m∑

i=0

εm−i d
(
(∗d)m−ie1

p ∧ (∗d)ie2
q

)

+ ζ0e
1
p ∧ d(∗d)me2

q . (58)

Substitution of (57) and (58) in the first term in (56) yields

−
∫

Z

[ m∑

i=0

εm−i d
(
(∗d)m−ie2

p ∧ (∗d)ie1
q

)

+
m∑

i=0

εm−i d
(
(∗d)m−ie1

p ∧ (∗d)ie2
q

)]

+
∫

∂Z

m∑

i=0

εm−i

[
(∗d)m−ie1

p ∧ (∗d)ie2
q

+ (∗d)m−ie2
p ∧ (∗d)ie1

q

]
. (59)

By Stokes’ theorem we have that (59) is equal to zero.

(ii) D⊥ ⊂ D
We consider a condition ofΨ1 ∈ D⊥ such that the right-
hand side of (6) is zero for all elementsΨ2 ∈ D. Hence by
substitution of (31) we have∫

Z

[
γqe

1
p ∧ d(∗d)me2

q + γpe
1
q ∧ d(∗d)me2

p

+ e2
p ∧ f1

p + e2
q ∧ f1

q

]
(60)

+
∫

∂Z

m∑

i=0

[
ε̄m−ie

1
b ∧ (∗d)ie2

p + (∗d)m−ie2
q ∧ f1

b

]
= 0 ,

for all e2
p, e

2
q. Now we consider a condition such thate2

p, e
2
q

of the first integral is zero on the boundary∂Z, that is,
∫

Z

[
d(∗d)me2

q ∧ e1
p − d(∗d)me2

p ∧ e1
q

+ e2
p ∧ f1

p + e2
q ∧ f1

q

]
= 0 . (61)

By Lemma 4.2we have

d(∗d)me2
q ∧ e1

p =
m∑

i=0

εm−i d
(
(∗d)m−ie2

q ∧ (∗d)ie1
p

)

+ ζ̄0e
2
q ∧ d(∗d)me1

p . (62)

Sincee2
p|∂Z = e2

q|∂Z = 0, if we substitute both (62) and
(57) into (61), then by Stokes’ theorem we have

∫

Z

[
γpe

2
q ∧ d(∗d)me1

p + γqe
2
p ∧ d(∗d)me1

q

+ e2
p ∧ f1

p + e2
q ∧ f1

q

]
= 0 , (63)

for all e2
p, e

2
q with e2

p|∂Z = e2
q|∂Z = 0. Clearly, this implies

f1
p = γqd(∗d)me1

q , f1
q = γpd(∗d)me1

p . (64)

Finally, by the substitution (64) into (60) we have
∫

Z

[
γqe

1
p ∧ d(∗d)me2

q + γpe
1
q ∧ d(∗d)me2

p

+ γqe
2
p ∧ d(∗d)me1

q + γpe
2
q ∧ d(∗d)me1

p

]
(65)

+
∫

∂Z

m∑

i=0

[
ε̄m−ie

1
b ∧ (∗d)ie2

p + (∗d)m−ie2
q ∧ f1

b

]
= 0 ,

for all e2
p, e

2
q. The substitution of both (62) and (57) into

(65) yields

−
∫

Z

ε̄m−i

[ m∑

i=0

d
(
(∗d)m−ie2

q ∧ (∗d)ie1
p

)

+
m∑

i=0

d
(
(∗d)m−ie1

q ∧ (∗d)ie2
p

)]
(66)

+
∫

∂Z

m∑

i=0

[
ε̄m−ie

1
b ∧ (∗d)ie2

p + (∗d)m−ie2
q ∧ f1

b

]
= 0 .

Hence by Stokes’ theorem we have
∫

∂Z

m∑

i=0

[
ε̄m−i(∗d)m−ie2

q ∧ (∗d)ie1
p

+ ε̄m−i(∗d)m−ie1
q ∧ (∗d)ie2

p

− (
ε̄m−ie

1
b ∧ (∗d)ie2

p + (∗d)m−ie2
q ∧ f1

b

)]
= 0 , (67)

for all e2
p, e

2
q, that is,

f1
b = ε̄m−i(∗d)ie1

p|∂Z , e1
b = (∗d)m−ie1

q|∂Z . (68)

It shows indeedΨ1 ∈ D. ¥
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[4] Jośe A. De Azćarraga and José M. Izquierdo, ”Lie groups, Lie
algebras, cohomology and some applications in physics” Cambridge
Univ. Press, 1995.

[5] H. Flanders, ”Differential Forms with Applications to the Physical
Sciences”, Academic Press, New York, 1963.

[6] S. Morita, ”Geometry of Differential Forms”, American Mathemati-
cal Society, 2001.


	MAIN MENU
	Front Matter
	Technical Program
	Author Index

	Search CD-ROM
	Search Results
	Print
	View Full Page
	Zoom In
	Zoom Out
	Go To Previous Document
	CD-ROM Help

	Header: Proceeding of the 2004 American Control ConferenceBoston, Massachusetts June 30 - July 2, 2004
	Footer: 0-7803-8335-4/04/$17.00 ©2004 AACC
	Session: FrM14.2
	Page0: 5004
	Page1: 5005
	Page2: 5006
	Page3: 5007
	Page4: 5008
	Page5: 5009


