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Abstract— A library for systems with two point boundary
conditions is implemented on MATLAB for development of a
CACSD package for sampled-data systems. It is shown that we
can handle various setups of sampled-data systems including
multirate control and input/output time-delay in a unified way
by using the systems with two point boundary conditions. Based
on the developed library with object-oriented programming
feature, it is easy to implement analysis and design algorithms
of sampled-data systems with high readability.

I. INTRODUCTION
Theory for analysis and design of sampled-data feedback

control systems has been successfully developed in the
last decade. Now we can take into account of intersample
behavior of sampled-data systems in analysis and synthesis.
See [2] and references therein. In spite of the development
of the theory, however, there are less real applications. One
of the main reasons would be that we do not have a widely
spread CACSD package for sampled-data systems.

This paper concerns with a CACSD package for sampled-
data systems. Actually we implement a library for systems
with two point boundary conditions [8] on MATLAB1 for
easy developement of a CACSD package.

This work is motivated as follows: Consider a sampled-
data system depicted in Fig. 1, where Gc, Kd , S, and H are a
continuous-time and a discrete-time systems, a sampler, and
a hold respectively. It has been shown that there is a discrete-
time system Gs such that the following are equivalent:

(i) L2-induced norm from wc to zc is less than 1
(ii) H∞ norm of a feedback connection of Gs and Kd is

less than 1
under some reasonable assumptions [1], [6], [7]. Following
[1], for example, Gs is given by
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1MATLAB is a trademark of MathWorks, Inc.
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Fig. 1. Sampled-Data Feedback Control Systems

where matrices and operators in the RHS of (1) are from the
state-space realization of the lifted system [1], [9] of G in
Fig. 1 (See details below):
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 (2)

In a CACSD package for sampled-data systems, we should
implement (1) in a numerically computable form. Actually
we can reduce the computation in (1) to that of a matrix
exponential:
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where Γi j’s are defined by
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:= exp
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h
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Cc1 Dc12 ∗





if S is an ideal sampler of period h > 0, H is a ZOH, and
Gc is given by

Gc :





ẋc(t)
zc(t)
yc(t)



 =





Ac Bc1 Bc2
Cc1 Dc11 Dc12
Cc2 Dc21 0









xc(t)
wc(t)
uc(t)



 . (4)

with Dc11 = 0 and Dc21 = 0. Hence we can implement (4)
instead of (1). Implementations are found in [3], [5].

We, however, encounter cases of S is not an ideal sampler
or H is not a ZOH in practical setups of sampled-data
systems as we will see below. In the cases we can not use the
matrix exponential formula (4) although the operator formula
(1) is still true since matrices and operators in (2) are different
(See details below).

In order to avoid to derive matrix exponential formulas
for the cases individually, it is desirable to develop a soft-
ware environment such that we can implement the operator
formula (1) directly. It also enhances the readability of the
program and makes development and maintenance easy. We
can develop such software environment as a library on the
object-oriented programming language. In this paper, we
use the systems with two point boundary conditions [8] for
unified representation of operators in (2) and MathScript on
MATLAB as an object-oriented programming language.

This paper is organized as follows: Section II reviews the
theory for systems with two point boundary conditions and
derives a condition to check minimality of the systems. Sec-
tion III shows that we can unify representation of operators
related to lifted sampled-data systems in practical setups by
using the systems with two point boundary conditions. Sec-
tion IV describes the detail of the implementation. Section V
concludes this paper.

II. SYSTEMS WITH TWO POINT BOUNDARY
CONDITIONS

Mirkin and Palmor [8] proposed to use the state-space
systems with two point boundary conditions, SSBC for short,
as a unified representation of the operators related to the
lifting [1], [9] of sampled-data systems, together with the
impulse and the sample operators.

In this section, we review basic properties of SSBCs taken
from [8]. We also derive conditions to check the minimality
of SSBCs, those are easily implementable on a CACSD
package.

Definition 1: We call the following linear differential
equation with a boundary constraint as an SSBC:

[

ẋ(t)
y(t)

]

=

[

A B
C D

][

x(t)
u(t)

]

, Ωx(0)+ϒx(h) = 0 (5)

where h > 0. We also define the impulse and the sample
operators by

(Iθ v)(t) := vδ (t−θ ), Sθ w := w(θ ) (6)

where θ ∈ [0, h] and δ denotes the Dirac’s delta function.
Properties 1 and 2 below are found in [8]:

Property 1: G in (5) is well-posed if and only if

Ξ := Ω+ϒeAh (7)

is nonsingular.
Property 2: Let G in (5) and H are well-posed SSBCs.
1) G+H, GH, G∗ are all well-posed SSBCs.
2) G−1 is a well-posed SSBC.
⇔ Both D and Ω+ϒe(A−BD−1C)h are nonsingular.

3) (Sθ G)∗ = G∗Iθ , (GIθ )∗ = Sθ G∗.
4) Let h1, h2 ∈ [0, h] and D = 0, then

Sh1GIh2 =

{

CeAh1Ξ−1Ωe−Ah2B (h1 > h2)

−CeAh1Ξ−1ϒeA(h−h2)B (h1 < h2)

In the sequel, we use the following compact notation to
represent an SSBC G in (5):

G =

([

A B
C D

]

, Ω, ϒ
)

.

In order to reduce the size of the matrix exponential in
Property 2 4), which is required when we perform an “equiv-
alent” discretization of sampled-data systems, the following
conditions are derived:

Property 3: The following statements are equivalent:
(i) (5) is a minimal realization.

(ii) The following state-space realization is minimal:
[

ẋ(t)
y(t)

]

=





A Ξ−1ΩMC Ξ−1ϒMC
MOΞ−1Ω ∗ ∗

MOΞ−1ϒ ∗ ∗





[

x(t)
u(t)

]

(8)
where

MC :=
[

B AB · · · An−1B
]

,

MO :=
[

C′ A′C′ · · · (A′)n−1C′
]′

.

Moreover, let Ar be the ‘A’-term of a minimal realization of
(8) and defined by the related coordinate transformation T :

T−1AT =:
[

Ar ∗

∗ ∗

]

.

Then a minimal realization of (5) is given by
([

Ar Br
Cr D

]

, Ωr, ϒr

)

where

T−1B =:
[

Br
∗

]

, CT =:
[

Cr ∗
]

,

T−1Ξ−1ΩT =:
[

Ωr ∗

∗ ∗

]

, T−1Ξ−1ϒT =:
[

ϒr ∗

∗ ∗

]

.

The proof is found in appendix.



III. SAMPLED-DATA SYSTEMS
In order to develop a CACSD package, one of the impor-

tant steps is to determine the class of systems which should
be handled. In this paper we consider sampled-data systems
such that the operators in the state space representation (2)
of the related lifted system are given by SSBCs and linear
combinations of sample and impulse operators:

S̃ =
nS

∑
i=1

SηSi MSi, Ĩ =
nJ

∑
i=1

MJiIηJi (9)

where ηSi , ηJi ∈ [0, h) and MSi’s and MJi’s are coefficient
matrices.

Remark 1: A sum of SSBCs is again an SSBC (Property 2
1)). The same property holds for S̃ , Ĩ , product of S̃ and
an SSBC, and that of an SSBC and Ĩ . For example, let P1
and P2 are SSBCs, then we have

S̃1P1 + S̃2P2 =
[

S̃1 S̃2
]

[

P1
P2

]

.

In this section, we point out that a wide variety of sampled-
data systems including multirate control and/or time-delay
setups satisfy our assumption.

Consider first a standard sampled-data feedback system
depicted in Fig. 1, where Gc is a continuous-time generalized
plant given by (4). Kd is a discrete-time system. The sampler
S mapping continuous-time signal yc to a discrete-time signal
y and the hold H mapping a discrete-time signal u to a
continuous-time signal uc are supposed to have the form:

S : y[k] = S̃SPS(L yc)[k−1]+ESyc(kh), (10)

H : (L uc)[k](θ ) =
(

PHĨH
)

(θ )u[k], θ ∈ [0, h) (11)

respectively, where ES is a matrix of compatible size. S̃S and
ĨH are linear combinations of sample and impulse operators
as in (9). PS and PH are SSBCs defined by

PS :=
([

AS BS
CS DS

]

, I, 0
)

, PH :=
([

AH BH
CH 0

]

, I, 0
)

.

The symbol L denotes the lifting [1], [9] mapping a
continuous-time signal fc to a discrete-time signal fd taking
values in a function space:

L : fc 7→ fd , fd [k](θ ) := fc(kh+θ ), θ ∈ [0, h).
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Ă B̆1 B̆2
C̆1 D̆11 D̆12
C̆2 D̆21 D̆22









I0 0 0
0 I 0
0 0 PHĨH
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(13)

Then the lifted system of G in Fig. 1, namely,
[

L 0
0 S

]

Gc

[

L −1 0
0 H

]

has a state-space representation (2) by defining z := L zc and
w := L wc, where matrices and operators are defined in (12)
if nS = 0, and in (13) if nS ≥ 1, respectively, where FS is a
column full rank matrix obtained by eliminating i-th column
of the identity for all i’s such that i-th standard basis satisfies
e′iS̃S = 0. We also use the following definition:





Ă B̆1 B̆2
C̆1 D̆11 D̆12
C̆2 D̆21 D̆22



 :=

















Ac I Bc1 Bc2
I 0 0 0

Cc1 0 Dc11 Dc12
Cc2 0 Dc21 0









, I, 0









.

Remark 2: We need to assume
(i) ESDc21 = 0.

(ii) MSiDSDc21 = 0 for i = 1, 2, . . ., nS.
for the L2-stability of the system.

In the rest of this section, we show three practical setups
of sampled-data systems those we can handle.

1) Multirate Control: Let us consider the situation where
the sampling period is large because of the slow sensor
or other constraints, while the processor to implement the
discrete-time controller has sufficient computational power.
We can find such situation in, e.g., hard disk drive control.
Under this condition, it would be useful to switch control
input at some points in the intersample, as well as at sampling
instants, in order to enhance the performance of the system.

To be more concrete, we consider the following multirate
control to determine the continuous-time control input uc
from the discrete-time measured output y:

uc(kh+θ ) =

{

u1[k], θ ∈ [0, h1)
u2[k], θ ∈ [h1, h)

,





xK [k +1]
u1[k]
u2[k]



 =





AK BK
CK1 DK1
CK2 DK2





[

xK [k +1]
y[k]

]

,

while Gc and S are the same in the standard setup.
Although the discrete-time dynamics above is periodic, we

can cast this multirate control setup into the standard setup
by setting
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Fig. 2. Sampled-Data Systems with Input Time-Delays

Kd :
[

xK [k +1]
u[k]

]

=





AK BK
CK1 DK1
CK2 DK2





[

xK [k +1]
y[k]

]

and define H by

PH =









0 0 I 0
0 0 0 I
I I 0 0



 , I, 0



 ,

and
ĨH =

[

I0−Ih1 0
0 Ih1

]

.

2) Input Delays: Consider a sampled-data system with
time-delays Σ at control input as depicted in Fig. 2. The
following property is essentially the same that in [4]:

Property 4: Given a hold H: u 7→ vc:

(L uc)[k](θ ) = (PHIη )(θ )u[k], θ ∈ [0, h)

and a time-delay Σ: vc 7→ uc:

uc(t) = vc(t−σ)

where η , σ ∈ [0, h). Then uc = ΣHu satisfies

(L uc)[k](θ ) =
(

PH1ĨH1
)

(θ )

[

u[k−1]
u[k]

]

if η +σ ≤ h, where

PH1 :=
[

PH11 PH12 PH
]

,

PH11 :=
([

AH BH

CHeAH(h−η−σ) 0

]

, I, 0
)

,

PH12 :=
([

AH BH

CHeAH(h−η) 0

]

, I, 0
)

ĨH1 :=





I0 0
−Iσ 0

0 Iη+σ



 ,

and

(L uc)[k](θ ) =

(

[

PH PH12
]

[

Iη+σ−h
−Iσ

])

(θ )u[k−1]
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Fig. 3. Sampled-Data Systems with Output Time-Delays

if η +σ > h, respectively.
Hence we can obtain a state-space representation of the

lifted system of G in Fig. 2 by

(i) PH ←
[

PH PH12
]

and Ĩ ←

[

Iη+σ−h
−Iσ

]

.

(ii) Obtain





A B́1 B2
C̀1 D̆11 D̀12
C2 D́21 D22



 for the setup in Fig. 1 with

Gc, S, and H defined by PH and Ĩ .
(iii) A state-space representation of the lifted system of G

is given by





x[k +1]
z[k]
y[k]



 =









A B2 B́1 0
0 0 0 I

C̀1 D̀12 D̆11 0
C2 D22 D́21 0













x[k]
w[k]
u[k]





if η + σ > h. We can obtain it for the case of η + σ ≤ h
similarly.

Note also that we can apply Property 4 for general hold
H in (11) and/or general time-delay Σ of the form

uc(t) =
nL

∑
i=1

MLivc(t−σi)

by using the linearity (See Remark 1 also).
3) Output Delays: Consider a sampled-data system with

time-delays Σ at measurement output as depicted in Fig. 3.
The next property is a key to treat sampled-data systems with
output time-delay:

Property 5: Given a sampler S: vc 7→ y:

y[k] = SηPS(L vc)[k−1]+ESvc(kh)

and a time-delay L: yc 7→ vc:

vc(t) = yc(t−σ)

where η ∈ [0, h), σ ∈ (0, h). Then y = SΣyc satisfies

y[k] =
[

Sh −Sh−σ
]

[

PS1
PS2

]

(L yc)[k−2]

+
[

Sη−σ Sh−σ
]

[

PS
ES

]

(L yc)[k−1]



TABLE I
OVERLOADING MULTIPLICATION OPERATOR (*)

ssbc sampler impgen gsampler ghold matrix
ssbc ssbc − ghold − ghold ssbc

sampler gsampler − − − matrix sampler
impgen − − − − − impgen

gsampler gsampler − matrix − matrix gsampler
ghold − − − − − ghold
matrix ssbc sampler impgen gsampler ghold matrix

if η ≥ σ , where

PS1 :=
([

AS BS

CSeAS(η−σ) 0

]

, I, 0
)

,

PS2 :=
([

AS BS
CSeASη 0

]

, I, 0
)

,

and

y[k] =
[

Sh+η−σ −Sh−σ
]

[

PS
PS2

]

(L yc)[k−2]

+Sh−σ ES(L yc)[k−1]

if σ > η , respectively.
Hence we can obtain a state-space representation of the

lifted system of G in Fig. 3 by

(i) S̃S←
[

Sh+η−σ −Sh−σ
]

and PS←

[

PS
PS2

]

.

(ii) Obtain





A B́1 B2
C̀1 D̆11 D̀12
C2 D́21 D22



 for the setup in Fig. 1 with

Gc, H, and S defined by PS and S̃S.
(iii) A state-space representation of the lifted system of G

is given by





x[k +1]
z[k]
y[k]



 =









A 0 B́1 B2
C2 0 D́21 D22

C̀1 0 D̆11 D̀12
0 I 0 0













x[k]
w[k]
u[k]





if σ > η . We can obtain it for the case of σ ≤ η similarly.
We can apply Property 5 for general sampler (10) and/or

general time-delay Σ of the form:

vc(t) =
nL

∑
i=1

MLiyc(t−σi)

by using the linearity (See Remark 1 also).

IV. IMPLEMENTATION ON MATLAB

A. Object-Oriented Programming
The main motivation of this paper is to implement formu-

las in operator form as in (1) directly. For the purpose, we
need a programming language having the following features:

(i) One variable can represent an SSBC and linear com-
bination of sample or impulse operators.

(ii) We can define operators such as +, *, and so on for
operation among SSBCs and linear combinations of
sample or impulse operators.

These requirements are satisfied by object-oriented program-
ming languages. Among them, we choose MathScript on
MATLAB to utilize the existing class definitions for CACSD.

1) Class Definitions: The following classes are defined in
the developed library:

(i) ssbc: An object of the ssbc class represents an
SSBC. This class is implemented as a subclass of ss
in Control System Toolbox.

(ii) sampler: An object of the sampler class represents
a linear combination of sample operators in (9).

(iii) impgen: An object of the impgen class represents a
linear combination of impulse operators in (9).

(iv) gsampler: An object of the gsampler class rep-
resents a product of a linear combination of sample
operators in (9) and an SSBC. For example, an object
of the gsampler class can represent the operator B́1
in (2).

(v) ghold: An object of the ghold class represents
a product of an SSBC and a linear combination of
impulse operators in (9). For example, an object of the
ghold class can represent the operator C̀1 in (2).

2) Operator Overloading: The operator overloading fea-
ture enhances the readability, and it is a great help for easy
development and maintenance.

In the developed library, operators for horizontal con-
catenation ([a, b]), vertical concatenation ([a; b]), ad-
dition, subtraction, multiplication, and transpose (a’) are
overloaded. Operands for operators other than multiplication
and transpose must be objects of the same class, and the
results is also an object of the same class.

Table I describes order of operands and the result of
the overloaded multiplication operator. We can see that, for
example, the result of multiplication of an ssbc and an
impgen objects is a ghold object. The symbol − means
that the operation is undefined for the related order of the
operands.



Classes of the operand and the result of the overloaded
transpose operator are summarized as follows:

operand result
ssbc ssbc

sampler impgen
impgen sampler
gsampler ghold
ghold gsampler

B. Examples
In this subsection, we demonstrate how the readability is

enhanced by using the developed library.
Consider the sampled-data system in Fig. 1 and assume the

ideal sampler and the ZOH. In the case we can implement
(4) instead of (1). However, we can implement (1) by using
the developed library with enhancement of readability.

We can represent D̆11 in (2) operator by an ssbc operator
D11 by the following syntax:

D11tmp = ss(Ac, Bc1, Cc1, Dc11);
D11 = ssbc(D11tmp, h);

Similarly D́12 operator is represented by an ghold object
D12 defined as

D12tmp = ss(Ac, Bc2, Cc1, Dc12);
D12op = ssbc(D12tmp, h);
Sint = ss(0, 1, 1, 0); % integrater
Sint = ssbc(Sint, h);
H = Sint*impgen(0);
D12 = D12op*H;

where H represents the ZOH. Finally the formula (1) is
implemented as follows:

P = append(B1, [C1, D12]’);
Q = [eye(mc1), -D11’; ...

-D11, eye(pc1)];
R = [zeros(n), A, B2; ...

[A, B2]’, zeros(n+m2)] + P/Q*P’;

where append() is the function for block diagonal augmen-
tation, and R is a matrix and the result of the RHS of (1). We
confirm that readability of the program with the developed
library. We also emphasize that the last syntax is applicable
even if S is not an ideal sampler and/or H is not a ZOH just
by changing the definitions of variables.

V. CONCLUDING REMARKS

We have implemented a library for SSBCs on MATLAB
for development of a CACSD package for sampled-data
systems. We have shown that we can handle a wide variety

of setups of sampled-data systems including multirate control
and input/output time-delay in a unified way by using the
SSBC representation. Based on the developed library with
object-oriented programming feature, it is easy to implement
analysis and design algorithms of sampled-data systems with
high readability, and a CACSD package for analysis and
design of sampled-data system is under development.

ACKNOWLEDGMENT
The author would like to appreciate to Profs. Mirkin and

Hara for valuable comments.

APPENDIX

PROOF OF PROPERTY 3
Suppose that (5) is well-posed. From [8], y is given by

y(t) =

∫ h

0
K(t, s)u(s)ds+Du(t)

where

K(t, s) :=
{

CeAtΞ−1Ωe−AsB 0≤ s < t ≤ h
−CeAtΞ−1ϒeA(h−s)B 0≤ t < s≤ h

.

Hence Property 3 follows.
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