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Abstract—This paper discusses the problem of robust L1 filter-

ing with pole constraint in a disk for linear continuous polytopic 
uncertain systems. The attention is focused on the design of full-
order and reduced-order filters with suitable dynamic behavior 
via parameter-dependent Lyapunov functions such that the filter-
ing error system remains robustly stable, and has a guaranteed L1 
performance constraint and pole constraint in a disk. The admis-
sible filter with suitable dynamic behavior can be obtained from 
the solution of convex optimization problems. 

I. INTRODUCTION 
Filtering is a very important issue in systems diagnosis, sur-

veillance and control. When peak bounded input signals are con-
sidered, the L1 norm appears to be more adequate as performance 
criterion for the filter design, dealing with the minimization of 
peak-to-peak gain [1]. In addition, regional constraints on the 
closed-loop poles can be imposed in order to improve the filter 
dynamics by constraining the poles of system to lie inside some 
particular region of the left-half complex plane [2]. 

This paper is concerned with the problem of robust L1 filtering 
with pole placement in a disk for linear continuous-time poly-
topic uncertain systems. We first introduce a new parameter-
dependent stability result [3] to the multiobjective robust filtering, 
and derive new L1 performance criteria and a new pole assign-
ment condition, which has the potential to reduce the conserva-
tiveness of the quadratic framework. Then, the admissible full-
order and reduced-order filters with suitable dynamic behavior 
are obtained from the solution of convex optimization problems. 

II. PROBLEM FORMULATION 
Consider the linear continuous-time uncertain system 
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where ntx R)( ∈ is the state vector, qtw R)( ∈ is magnitude-
bounded noise signal vector, mty R)( ∈ is the measurement out-
put vector, ptz R)( ∈  is the signal to be estimated. The system 
matrices are assumed to unknown (uncertain), but belong to a 
known convex compact set of polytopic type 
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We are interested in designing filters of order l described by 

)(ˆ)(ˆ
)()(ˆ)(ˆ

txCtz

tyBtxAtx

f

ff

=

+=&                                  (3) 

where ltx R)(ˆ ∈  (l=n for full-order filtering, and nl <≤1 for 
reduced-order filtering). The matrices ml

f
ll

f RBRA ×× ∈∈ , , 
lp

f RC ×∈  are to be determined. 

By defining the state vector [ ]TTT txtxtx )(ˆ,)()( = , error output 

)(ˆ)()( tztztz −= , the filtering error system can be described by 
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define 1:  The L1 norm of the transfer function )(sT wz
 is de-

fined as 
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define 2:   Define the following disk region 
{ } 0)  and  R ,( :C),( - >>∈<+∈= ρηρηρηλλρη &C  

where -C denotes the left-half complex plane, ),( ρηC denotes 

any disk centered in η−  with radius ρ  in -C .  
Our purpose is to design filter in (3) for system (1), which 

guarantee the filtering error system (4) to be asymptotically sta-
ble and )0()(

1
>< γγ

Lwz sT , ),()( ρηλ CA ∈ .  

III. MAIN RESULTS 
In this section, we will derive new robust L1 performace crite-

ria and disk pole constraint condition with parameter-dependent 
Lyapunov functions, and develop linear filter of form (3) assur-
ing robust L1 performance and pole placement condition for con-
tinuous system (1). 

Theorem 1: Considering the system (1) with ℜ∈Ξ  standing 
for uncertain system matrix and let 0>γ  be given constants. 
Then, the following conditions can be obtained 

1) The filtering error system (4) is asymptotically stable and 
γ<

1
)(

Lwz sT , ),()( ρηλ CA ∈  if there exist scalars +∈Rα , 

R∈µ  and matrix )()(nR0 lnlTPP +×+∈=<  satisfying 
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2) The filtering error system (4) is asymptotically stable and 
γ<

1
)(

Lwz sT , ),()( ρηλ CA ∈  if there exist scalars +∈Rα , 

R∈µ and matrices )()(R lnlnG +×+∈ , )n()(n
11 R0 llT
ii YY +×+∈=< , 

)n()(n
22 R0 llT

ii YY +×+∈=<  satisfying 

00
2
1

0

K

000
00
000
0

e
1

1
1

1

111

<

⎪
⎪
⎭

⎪
⎪
⎬

⎫

⎪
⎪
⎩

⎪
⎪
⎨

⎧

⎥⎦
⎤

⎢⎣
⎡ −

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
−

+

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
−

−
−

− ii
T

ii

i

iii

BIIAG
I
I

I

I
YY

Y
YYY

µ
α

  

(6) 

0
0

0)(0
01

>
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
IC

I
CY

i

T
ii

γ
µγ

α
                           (7) 

0
2
1

0
0

)
2
1(

K

0
2
1

00
00

2
1

e

2222

212

22

2222

<

⎪
⎪
⎪

⎭

⎪⎪
⎪

⎬

⎫

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

⎥⎦
⎤

⎢⎣
⎡ −

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡ −

+

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−

−
−−

−

IIIIG

IAG

YYY

YY
YY

YYYY

T

i
T

iii

ii

ii

iiii

ν

ν

 

 (8) 
where ),,( iii CBA denotes the matrices of the system (4) at each 

of the vertices of the polytope, ( )))((max2,0 ARe λα −∈ , 

221 ρη
ην
−

=& , ην =&2 , hi ,,1 L=∀ . Note that ][e AΚ  is a 

shorthand notation for TAA + . 
The proof of Theorem 1 is based on Lemma 1 in [3] and the 

intrinsic characteristic of the convex polytopic uncertainty sys-
tem [4], and then omitted here. 

Remark 1: The minimization of the upper bound γ  depends on 
the appropriate choice of α , that is )()(

1
αγ<

Lwz sT , and a line 

search on α  must be performed in order to obtain tighter bounds. 
Remark 2: The condition 1) provides robust L1 performance 

criteria and disk pole placement condition for the filtering error 
system (4) based on the notion of traditional quadratic stability. 
While the multiobjective performance criteria in the condition 2) 
is based on parameter-dependent Lyapunov functions and exhibit 
a kind of decoupling between the Lyapunov variables and system 
matrices. Furthermore, according to conventional approach, 
minimizing γ  subject to the LMIs in (5) need to force a common 
Lyapunov variable P, while according to new approach, mini-
mizing γ  subject to (6)-(8) need to force a common auxiliary 
variable G. Therefore, the proposed new robust multiobjective 
performance conditions will lead to potentially less conservative 
results.  

The following theorem provides sufficient conditions for the 
existence of robust L1 filter with suitable dynamic behavior. 

Theorem 2: Considering the system (1) with ℜ∈Ξ  standing 
for uncertain system matrix and let 0>γ , 0>α  and 0>> ρη  
be given constants. Then, the filtering error system (4) is asymp-

totically stable and )()(
1

αγ<
Lwz sT , ),()( ρηλ CA ∈  if there 

exist matrices nnT
ii XX ×∈=< R0 , llT

ii VV ×∈=< R0 , 
ln

iZ ×∈R , nnT
ii HH ×∈=< R0 , llT

ii KK ×∈=< R0 , ln
iQ ×∈R , 

nnR ×∈ R , llF ×∈ R , lnU ×∈R , llM ×∈R , mlN ×∈R , lpT ×∈R  
and scalar R∈µ  satisfying 

0

666

2
1

452

44542

552

<

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−
∗−+
∗∗−−−+−
∗∗∗++

−

IΨΨΨ
ΨΨΨΨ

ΨΨΨΨΨ
ΨΨΨ

iii

i
T
iii

T
iiiii

T
iii

µ
α

      (9) 

0
0

)(0

1

2

>
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
∗−
∗∗

IΨ
I

Ψ

i

i

γ
µγ

α
                             (10) 

0

0
2
1

2
1

2
1

324353

31453

44543

553

<

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−+−+

∗−+
∗∗−−−+−
∗∗∗++

iii
T
ii

ii
T
ii

T
ii

T
i

T
ii

T
iii

ΨΨΨΨΨ

ΨΨΨΨ
ΨΨΨΨΨ

ΨΨΨ

υ

υ
    (11) 

If the above LMIs have unique a set of solution, an admissible 
filter (3) can be given by 
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Corollary 1:  The optimal L1 guaranteed cost filter with pole 
placement inside a disk ),( ρηC for system (1) can be stated as 
follows.  
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