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Abstract— Full and reduced order observers for a class
of linear switched control systems (LSCS) are studied in
this paper. A “sub-observer” is first designed for the i−th
subsystem. Then, a switching observer for an LSCS is con-
structed by simply picking the i−th sub-observer whenever
the i−th subsystem is active. In the case of a full order
observer, when subsystems are detectable, the state estimation
error can converge to zero if the dwell time is large enough.
Under certain conditions, the state estimation error may even
converge to zero exponentially for arbitrary switching. Unlike
classical linear systems where full order and reduced order
observer can be designed under the same conditions, the
design of a reduced order observer for an LSCS, besides
detectability/observability, requires additional condition that
the gains for all reduced order sub-observers need to be chosen
the same. In such a case, similar stability results as those of
full order observers are obtained for reduced order observers.
Finally, examples and simulation results are given to show the
effectiveness of the proposed observers.

I. INTRODUCTION

As a special class of hybrid systems, switched systems
have received a great deal of attention. The stability and
stabilization problems for these systems have been studied
extensively and useful results are now available. Detailed
achievements in this research field can be found in survey
papers by Decarlo,et.al. [1] and Liberzon and Morse [2].

Unlike stability and stabilization problems, observer de-
sign problem has received less attention and only a few re-
sults are available. Some researchers have designed switch-
ing observers for non-switched systems. The main idea is to
use switching to solve the observer design problem for more
complex systems, see [4], and/or to improve estimation
performance, see [5].

An observer for continuous-time linear switched control
system based on co-prime factorization approach is de-
signed in [6]. The main idea is to construct a common
observer for all subsystems. Inspired by the common Lya-
punov function method for stabilization of switched control
systems [2], observers are designed for discrete-time linear
switched control systems in [7] and for both continuous-
and discrete-time linear switched control systems in [8].
The design problem is reduced to solving a group of linear
matrix inequalities (LMIs) for a common solution. The
advantage of this observer design is that the stability of error
dynamics can be guaranteed for arbitrary switching. One
problem however is that the common Lyapunov function
may not exist in some cases.

Weitian Chen is with School of Engineering Science, Simon Fraser Uni-
versity, Vancouver, B.C. V5A 1S6, Canadaweitian@cs.sfu.ca

Mehrdad Saif is with School of Engineering Science, Simon Fraser
University, Vancouver, B.C. V5A 1S6, Canadasaif@cs.sfu.ca

Although the observability of switched control systems is
important and has been studied in recent years (see [9] and
the references list therein), it is not always necessary for the
design of observers. To estimate the states, we can design
observers directly without analyzing the observability if we
can guarantee the state estimation error will converge to
zero. This is the proposed strategy of this paper. We study
the observer design problem for a class of linear switched
control systems (LSCS). Both full order and reduced order
observers will be designed without using a common Lya-
punov function based observer design approach. The state
estimation error dynamics resulting from both full order
observers and the reduced order observers will be shown
to be globally asymptotically stable when the dwell time
is large enough. The stability results for both classes of
observers under arbitrary switching will also be presented.
This is achieved under certain conditions which up to now
were enjoyed only by common Lyapunov function based
observer design approach.

II. SWITCHED CONTROL SYSTEMS

We consider a class of switched linear control systems
(SLCS) withM subsystems described as

ẋ = Aσ(t)x + Bσ(t)u, x ∈ Rn

y = Cσ(t)x, u ∈ Rp, y ∈ Rm (1)

where x, u, and y are the system state, input and
output, respectively. MatricesAi, Bi and Ci with
i ∈ S = {1, 2, · · · ,M} aren×n, n×p andm×n constant
matrices, respectively. The functionσ(t) : [0,∞) → S is a
piecewise constant function of time and/or outputs, called a
switching rule. The corresponding system forσ(t) = i ∈ S
is called thei−th subsystem. In such a case, we also say
that thei−th subsystem is “active”.

Assumptions:

A1– The state in (1) is continuous for any control input.
That is, the state does not jump at the switching
instants.

A2– For eachi ∈ S, the i−th subsystem is detectable
or observable.

III. FULL ORDER OBSERVER DESIGN

In [8], a full order observer is designed for system (1). To
ensure the stability of the state estimation error dynamics, a
common Lyapunov function must be found by solving some
LMIs. However, for some SLCSs, no common Lyapunov
function may exist. In such a case, the observer design in



[8] can not be applied. In this section, we design a full order
observer for the system (1), which can be used for the case
where a common Lyapunov function does not exist. Some
sufficient conditions under which the state estimation error
dynamics is globally asymptotically stable are derived.

A. Full Order Observer

Due to Assumption A2, it is well known that one can
design the following observer for thei−th subsystem.

˙̂x = Aix̂ + Biu + Li(y − Cix̂) (2)

whereLi is chosen such thatAi−LiCi is a Hurwitz ma-
trix, and moreover by choosingLi properly, the eigenvalues
of Ai−LiCi can be assigned arbitrarily if each subsystem
is observable.

With (2) at hand, the full order observer for SLCS (1) is
given below.

˙̂x = Aσ(t)x̂ + Bσ(t)u + Lσ(t)(y − cσ(t)x̂) (3)

where at any switching instantts, we let x̂(ts) =
limt→t−s

x̂(t) such thatx̂ is continuous. This is very im-
portant for stability analysis later.

To design the full order observer, we need to findLi for
1 ≤ i ≤ M . To computeLi for 1 ≤ i ≤ M , we can use
any pole placement technique. We can also use the LMI
method proposed in [8] to obtainLi for 1 ≤ i ≤ M ,. This
is described below in a two step algorithm.

Step 1–For eachi, solve the following LMI for aPi > 0
andYi.

AT
i Pi − CT

i Y T
i + PiAi − YiCi < 0 (4)

Step 2–ComputeLi by letting Li = P−1
i Yi.

Regarding the above method of computingLi for 1 ≤ i ≤
M , we have the following result.

Theorem 1:Under Assumption A2, the LMI (4) always
has solutions forPi > 0 and Yi, moreover,Li = P−1

i Yi

can makeAi − LiCi a Hurwitz matrix.
Proof: It follows from A2 that, for eachi we can find

a matrixLi such thatAi −LiCi is a Hurwitz matrix. This
ensures that there exists aPi > 0 such that

(Ai − LiCi)T Pi + Pi(Ai − LiCi) = −Q (5)

whereQ is any chosen positive definite matrix. If we let
Yi = PiLi, we can rewrite the above equation as

AT
i Pi − CT

i Y T
i + PiAi − YiCi = −Q < 0 (6)

This proves that the LMI (4) always has solutions for
Pi > 0 andYi.

Now we prove the second conclusion. That is, for any
solution Pi > 0 and Yi of the LMI (4), Li = P−1

i Yi

can makeAi − LiCi a Hurwitz matrix. Obviously, we can
rewrite (4) as

(Ai − LiCi)T Pi + Pi(Ai − LiCi) < 0 (7)

This proves thatAi − LiCi is Hurwitz.
Remark 1: In [8], it is required that there must exist a

commonP for i = 1, 2, · · · ,M such that(Ai−LiCi)T P +
P (Ai − LiCi) < 0. In some cases, this is impossible, and
thus their design can not be carried out. In our design,
the existence ofPi for i = 1, 2, · · · ,M such that(Ai −
LiCi)T Pi+Pi(Ai−LiCi) < 0 can be guaranteed according
to Theorem 1. Therefore, our design can always be carried
out.

B. Stability of State Estimation Error Dynamics

If we let e(t) = x̂− x, it then follows from (1) and (3)

ė(t) = (Aσ(t) − Lσ(t)Cσ(t))e(t) (8)

For simplicity, we denoteĀσ(t) = Aσ(t) − Lσ(t)Cσ(t),
then we have

ė(t) = Āσ(t)e(t) (9)

where e(t) is guaranteed to be continuous by the con-
struction of our observer. Now the stability of state es-
timation error dynamics is reduced to the stability of a
switched linear system given by (9). BecauseĀi for all
i are Hurwitz, the problem becomes one of studying the
stability of a switched linear system with all its subsystems
being Hurwitz. This problem has been studied extensively
in the literature, and many results are now available, see
for example those cited in [1] and [2]. All those results are
applicable here. However, in this paper, only two results
will be given. One is based on the concepts ofdwell time
and a stability result given in [2]. The other is based on a
new stability result that we shall present for a special class
of (9).

Let’s first introduce the concept of dwell time.
Definition 1: For any switching signalσ(t), if there

exists a positive constantτ such that the interval between
any two consecutive switching times is no smaller thanτ ,
thenτ is calleddwell time.

With the help of the concept of dwell time consider the
following result.

Theorem 2:Under Assumptions A1 and A2, if the dwell
time τ is large enough, then the state estimation error
dynamics (9) is globally asymptotically stable.

Proof: From Assumption A1, we know thatx is
continuous, this implies thate(t) is continuous becausêx
is continuous. For eachi ∈ {1, 2, · · · ,M}, becauseĀi is
Hurwitz, there existai ≥ 0 and λi > 0 such that for all
t ≥ 0 we have

‖eĀit‖ ≤ eai−λit (10)

where‖A‖ =
√

λmax(AHA), andH denotes the conju-
gate transpose. If

τ > max
i=1,2,···,M

{ai

λi
}



then all conditions needed in Lemma 2 in [10] are satisfied.
Hence, by applying Lemma 2 in [10], the conclusion of the
theorem follows.

Remark 2:Note that the requirement of̂x being contin-
uous is crucial for the stability of the state error dynamics.
Without it, the continuity of the state error can not be
guaranteed. Therefore, the result in [10] can not be applied
because it requires the states of the switched systems to be
continuous. This is the main reason we require Assumption
A1 and the continuity of̂x.

Remark 3: In practical applications Theorem 2 poses two
difficulties. One is the computation ofai ≥ 0 and λi > 0
for all i. To our knowledge, so far only their existence is
guaranteed and no method for computing them exist. The
other difficulty has to do with the requirement of having
some knowledge of the dwell time. The dwell time is not
generally available a priori. For these reasons, the result is
of more theoretical than practical importance.

A method is given in the following theorem to solve the
first difficulty mentioned in Remark 3 for a special class of
matrices.

Theorem 3:For a matrixA, if

A = T




λ1 0 · · · 0
0 λ2 · · · 0
...

...
. ..

...
0 0 · · · λn


 T−1

Then we have

‖eAt‖ ≤ ea+λt (11)

wherea = ln(‖T‖‖T−1‖) andλ = max1≤i≤n{λi}
Proof: It is easy to see that

eAt = T




eλ1 0 · · · 0
0 eλ2 · · · 0
...

...
. . .

...
0 0 · · · eλn


T−1 (12)

Note thatλ = max1≤i≤n{λi} anda = ln(‖T‖‖T−1‖), it
follows that

‖eAt‖ ≤ ‖T‖‖




eλ1t 0 · · · 0
0 eλ2t · · · 0
...

...
. ..

...
0 0 · · · eλnt


 ‖‖T−1‖

= ‖T‖eλt‖T−1‖
= ea+λt (13)

This completes the proof.
Remark 4: If all subsystems are observable, then the

eigenvalues ofĀi, 1 ≤ i ≤ n can be arbitrarily assigned. If
we assign the eigenvalues of eachĀi into the left hand plane
and at distinct locations, then all̄Ai, 1 ≤ i ≤ n satisfy the
condition in Theorem 3. Henceai ≥ 0 andλi > 0 for all i
can be computed by using the formulas given in Theorem
3.

The first drawback in Remark 3 can be overcome for
switched linear systems with observable subsystems. How-
ever, the second drawback still remains. In what follows,
we plan to derive stability results for (9) under arbitrary
switching. First, we give a new result on the stability of a
special switching systems of the form (9).

Theorem 4:For a switching system of the form (9),
assume that for all1 ≤ i ≤ M , Āi + ĀT

i are negative
definite, then the error system is globally exponentially
stable for arbitrary switching if (9) satisfies Assumption A1.

Remark 5: In the literature, stability for switching sys-
tems with arbitrary switching is analyzed by the so-called
common Lyapunov function approach [2]. Here for a special
class of switching systems, by investigating the solution
directly, we give a new stability result for arbitrary switch-
ing without using the common Lyapunov function approach
though the condition is quite restrictive. This result will be
used later to analyze the stability of state estimation error
dynamics of both full and reduced order observers.

As a special case of Theorem 4, the following result is
obviously true.

Theorem 5:Under assumptions A1, if we can design
an observer of the form (3) such that̄Ai is Hurwitz and
ĀT

i = Āi for all 1 ≤ i ≤ m, then the state estimation error
dynamics (9) is globally exponentially stable for arbitrary
switching.

To use Theorem 5, we need to design the observer gain
Li (3) such thatĀi = Ai −LiCi is Hurwitz andĀT

i = Āi

for all 1 ≤ i ≤ m. This is not always possible. A sufficient
condition for the existence of the observer gainLi is given
in the following theorem.

Theorem 6:Let Ci = [0 Ip×p] , Li =
(

Li
1

Li
2

)
and

Ai =
(

Ai
11 Ai

12

Ai
21 Ai

22

)
, whereAi

12 is ann − p by p matrix.

If Ai
11 is negative definite, thenLi can be chosen such that

Āi is negative definite.
Proof: Proof: SinceĀi = Ai − LiCi, we have

Āi =
(

Ai
11 Ai

12 + Li
1

Ai
21 Ai

22 + Li
2

)

If we choose
Li

1 = (Ai
21)

′ −Ai
12

and
Li

2 = P i
22 −Ai

22 + Ai
21(A

i
11)

−1(Ai
21)

′

whereP i
22 can be any negative definite matrix, then it can

be shown thatĀi is negative definite.

IV. REDUCED ORDER OBSERVER DESIGN

In this section, we first design a reduced order observer
for the system (1). Then, we derive sufficient conditions
under which the state estimation error dynamics resulting
from reduced order observer is stable. Although the design
is quite similar to that of full order observer, the entire
design procedure is presented in order to illustrate the



fact that the conditions for stability of the the two types
of observers are different. This is a new phenomenon
in switched linear systems which is quite different from
conventional linear systems where the stability conditions
are the same.

To design reduced order observer, we need the following
assumption.

A3 – There exist a common nonsingular matrixT
such thatC1T = · · · = CMT = [0 I], where
I is m×m identity matrix.

A. Reduced Order Observer

Because the case forT 6= I in A3 can be transformed
into T = I through a state transformation, for simplicity,
we only present the reduced observer design forT = I. In
this case, we haveC1 = · · · = CM = [0 I] . For each
i, we partition the state vector as

x =
[

x1

x2

]
, x1 ∈ Rn−m x2 ∈ Rm (14)

BecauseCi = [0 I] , we havey = x2. Therefore,
we do not need to estimatex2, and only x1 need to be
estimated. To estimatex1, we definex̄1 = x1 −Liy. If we
can estimatēx1, x1 can be estimated. Now, with the help
of the definition ofx̄1, the reduced observer for thei−th
subsystem can be designed as following

˙̄̂x1 = (Ai
11 − LiA

i
21)ˆ̄x1 + (Ai

11 − LiA
i
21)Liy

+ (Ai
12 − LiA

i
22)y + (Bi

1 − LiB
i
2)u

x̂1 = ˆ̄x1 + Liy (15)

Because of Assumption A2,(Ai
21, A

i
11) is detectable or

observable. HenceLi can be chosen such thatAi
11−LiA

i
21

is a Hurwitz matrix.Ai
jk andBi

j for j = 1, 2; k = 1, 2 are
defined as

Ai =
(

Ai
11 Ai

12

Ai
21 Ai

22

)
, Bi =

(
Bi

1

Bi
2

)
(16)

whereAi
11 ∈ R(n−m)×(n−m) and Bi

1 ∈ R(n−m)×p. If we
use the same idea for the full order observer design, with
(15) at hand, the reduced order observer for SLCS (1) would
be given as

˙̄̂x1 = (Aσ(t)
11 − Lσ(t)A

σ(t)
21 )ˆ̄x1

+ (Aσ(t)
11 − Lσ(t)A

σ(t)
21 )Lσ(t)y

+ (Aσ(t)
12 − Lσ(t)A

σ(t)
22 )y + (Bσ(t)

1 − Lσ(t)B
σ(t)
2 )u

x̂1 = ˆ̄x1 + Lσ(t)y (17)

where at any switching instantts, we let ˆ̄x1(ts) =
limt→t−s

ˆ̄x1(t) such that̂x̄1 is continuous.
Now, the question is: Would the above reduced order

observer have a satisfactory performance? Generally, the
answer is no. This is point is clearly illustrated in the simu-
lation results later. The reason for poor quality performance

of the reduced order observer as opposed to the full order
observer is that if we do not haveL1 = L2 = · · · = LM ,
x̄1 = x1 − Lσ(t)y is not continuous at any switching
instant ts. If we let e(t) = ˆ̄x1 − x̄1, then we know that
e(t) is not continuous becausē̂x1 is while x̄1 is not.
Therefore, the results given in last sections for continuous
switching systems can not be applied anymore, and thus the
exponential stability of the observer is not guaranteed.

Based on the above discussions, we conclude that to make
the reduced order observer perform satisfactorily, we need
to ensure thate(t) is continuous, or equally that̄x1 = x1−
Lσ(t)y is continuous. It is easy to see thatL1 = L2 =
· · · = LM makese(t) continuous. Now, the problem is to
find a commonL such thatAi

11 − LAi
21 for 1 ≤ i ≤ M

are Hurwitz. The existence of such anL is equivalent to
simultaneous observability [6]. Hence any conditions for
simultaneous observability can be used here to check the
existence ofL. When L exists, the question is to how to
find the commonL. For this, we can use the LMI based
method given in [8]. Once a commonL is found, we can
use the reduced order observer given by (17). BecauseL1 =
L2 = · · · = LM = L, we have:

˙̄̂x1 = (Aσ(t)
11 − LA

σ(t)
21 )ˆ̄x1 + (Aσ(t)

11 − LA
σ(t)
21 )Ly

+ (Aσ(t)
12 − LA

σ(t)
22 )y + (Bσ(t)

1 − LB
σ(t)
2 )u

x̂1 = ˆ̄x1 + Ly (18)

Remark 6:Unlike full order observer in the last section,
the design of the reduced order observer requires the
existence of a common observer gain. That is, simultaneous
observability of (Ai

21, A
i
11) for 1 ≤ i ≤ M is needed.

This is quite different from the observer design for classical
linear systems, where both full order and reduced order
observer can be designed under the same conditions.

B. Stability of State Estimation Error Dynamics of Reduced
Observer

In this subsection, we show thatx̂1 converges tox1. By
definition, we only need to show that̄̂x converges tōx1,
that is,e(t) = ˆ̄x1 − x̄1 converges to zero. Noticing that the
definition of x̄1, it follows from (1) and (18) that

ė(t) = (Aσ(t)
11 − LA

σ(t)
21 )e(t) (19)

For simplicity, if let Āσ(t) = A
σ(t)
11 − LA

σ(t)
21 , then we

have

ė(t) = Āσ(t)e(t) (20)

Note that the above error dynamics has exactly the same
form as that derived from full order observer. Therefore, we
can prove similar results for reduced order observer, which
are given below.

Theorem 7:Under Assumptions A1-A3, if thedwell
time τ is large enough, then the state estimation error
dynamics (20) is globally asymptotically stable.



Theorem 8:Under Assumptions A1-A3, if a commonL
can be found such that̄Ai = Ai

11 − LAi
21 are negative

definite for all 1 ≤ i ≤ m, then the state estimation error
dynamics (20) is globally exponentially stable for arbitrary
switching.

V. ILLUSTRATIVE EXAMPLE

In this section, both full order and reduced order ob-
servers for an LSCS are designed. We then give some
simulation results to see the effectiveness of these observers.
Consider the following LSCS.

ẋ = Aσ(t)x + Bσ(t)u

y = Cσ(t)x (21)

whereAi, Bi, Ci are given as

A1 =



−1 2 0
−1 0 1
0 1 −0.45




B1 =




0
0
1


 , C1 = ( 0 0 1 )

A2 =




0 1 0
−10 0 1
0 1 −1




B2 =




0
0
1


 , C2 = ( 0 0 1 ) (22)

with σ(t) ∈ {1, 2} defined as

σ(t) = 1 if t ∈ [20kT 10(2k + 1)T )
σ(t) = 2 if t ∈ [10(2k + 1)T 20(k + 1)T ) (23)

wherek = 1, 2, · · ·, andT is a constant which determines
how fast the switching signal switches. Both of the subsys-
tems are open-loop unstable, to design full order observer,
we need to chooseLi such thatAi − LiCi is Hurwitz
for each i ∈ {1, 2}. For the above system, it is easy to
checkA1−L1C1 andA2−L2C2 are Hurwitz if we choose
L1 = [11 15 7.55]T and L2 = [6.6 17 8]T . With L1 and
L2, the full order observer is designed as

˙̂x = Aσ(t)x̂ + Bσ(t)u + Lσ(t)(y − cσ(t)x̂) (24)

Simulation results for the full order observer withT =
0.001 are presented in Figure 1. The switching is very
fast, but from Figure 1, we see that that the estimates
of states converge to the states of the switched systems
asymptotically.

Unlike the full order observer, for reduced order observer
design, we need further requirement on the sub-observer
gains. That is, all sub-observer gains must be chosen
equal. Otherwise, the stability of the state estimation error

dynamics can not be guaranteed. To see this, we design
two reduced order observers. The first one is with different
sub-observer gains; the second one is with the same sub-
observer gain.

˙̄̂x1 = (Aσ(t)
11 − Lσ(t)A

σ(t)
21 )ˆ̄x1

+ (Aσ(t)
11 − Lσ(t)A

σ(t)
21 )Lσ(t)y

+ (Aσ(t)
12 − Lσ(t)A

σ(t)
22 )y + (Bσ(t)

1 − Lσ(t)B
σ(t)
2 )u

x̂1 = ˆ̄x1 + Lσ(t)y (25)

whereL1 = [0 4]T andL2 = [0 7]T .

˙̄̂x1 = (Aσ(t)
11 − LA

σ(t)
21 )ˆ̄x1 + (Aσ(t)

11 − LA
σ(t)
21 )Ly

+ (Aσ(t)
12 − LA

σ(t)
22 )y + (Bσ(t)

1 − LB
σ(t)
2 )u

x̂1 = ˆ̄x1 + Ly (26)

whereL = [0 8]T makes bothA1
11 − LA1

21 andA2
11 −

LA2
21 have negative and distinct eigenvalues.

Simulation results for the first reduced order ob-
servers is given in Figure 2, from which we see that
the state estimation error dynamics is not stable with-
out a common observer gain. The simulation results
of the second reduced order observer forT = 0.001
are given in Figure 3. Though the switching is very
fast, from Figures 3, we see that that the estimates of
states converge to the states of the switched systems
asymptotically. The initial conditions for Figures 1-3 are
(x1(0), x2(0), x3(0)) = (0, 0, 0), (x̂1(0), x̂2(0), x̂3(0)) =
(0.6, 0.6, 0.6), and(ˆ̄x1(0), ˆ̄x2(0)) = (0.6, 0.6).
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Fig. 1. Full order observer

VI. CONCLUSIONS AND FUTURE WORK

A. Conclusions

A procedure for designing both full as well as reduced
order observers for a class of LSCSs was presented in
this paper. The design strategy is based on designing a
sub-observer for each subsystem, then the overall observer



0 500 1000 1500 2000 2500
−10

−5

0

5

10

time

0 500 1000 1500 2000 2500
−60

−40

−20

0

20

40

time

e1(t) 

e2(t) 

Fig. 2. Reduced order observer with different observer gains
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Fig. 3. Reduced order observer with common observer gain

for the switching system is obtained by picking the cor-
responding sub-observer according to the switching signal.
It was established that unlike observer design for a typical
linear system, full order and reduced order observer design
for switching systems require different design conditions.
It turns out that in the case of switching systems the
design of reduced order observer requires stricter conditions
than that of full order observer. The stability of the state
estimation error dynamics of both classes of observers
are analyzed. It was shown that so long that detectability
condition for each subsystem is satisfied, the proposed full
order observer design can guarantee the state estimation
error dynamics is globally asymptotically stable if the dwell
time is large enough. When the full order can be designed
such that the state estimation error dynamics is a switched
system with negative definite matrices, the state estimation
error dynamics is globally exponentially stable for arbitrary

switching which is preferable. For reduced order observer,
however, it was shown that similar stability results can be
obtained under stricter conditions.

B. Future Work

The observers designed in this paper require the switch-
ing signal to be known a priori. How to design stable
observers for systems where the switching signal is not
known is an interesting and unsolved problem. Currently
work is being done to extend our results to switched systems
which are not continuous in their states.
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