
Abstract—Data fusion strategies based on multi-class 
support vector machines are proposed. In the centralized 
scheme, the information from several sources is combined to 
construct an input space. In the distributed schemes, the input 
space is constructed corresponding to each information source 
and the multi-class support vector machine is used for modeling 
each source. The distributed data fusion strategies are applied 
to combine these multi-class support vector machine models. It 
is taken into account that a SVM classifier realizes 
classification by finding the optimal classification hyperplane 
with maximal margin. The proposed methods are demonstrated 
with the fault diagnosis of a diesel engine. The experimental 
results show that most of the proposed approaches can largely 
improve the diagnostic accuracy. The robustness of diagnosis is 
also improved. 

I. INTRODUCTION 
AULT diagnosis is still an ongoing research problem, for 
the machinery become more and more complex and the 

failure mode become more and more complicated, and the 
enormous improvements in the performance and cost of 
digital signal processing and communication devices in 
recent years [1]. The current approaches of fault diagnosis 
mainly rely on the classical techniques in the time or 
frequency domain, and statistical analysis [2]. The artificial 
intelligence method can often obtain a better performance. 

It is difficult to diagnose more than one category of faults 
and some results obtained from fault specific method are not 
easy to interpret [3]. Shen et al. proposed a rough set theory 
based method that can diagnose more than one category of 
faults. One drawback of this method is that the rough set 
theory cannot be used to deal with the continuous attributes. 
The discretization method has to be used when continuous 
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attributes exist. Because a prior knowledge about the 
attribute is difficult to obtain, it is hard to select an 
appropriate discretization method. 

As a new generation learning system based on recent 
advances in statistical learning theory, Support vector 
machines (SVMs) have been established as one of the 
standard tools for machine learning and data mining [4]. It 
excludes the problem of local minima encountered in training 
neural networks. It is a promising theory for the application 
to fault diagnosis. SVMs are originally developed to solve 
binary classification problems. However, the discrimination 
between more than two categories is often required. 
Currently there are two types of approaches for multi-class 
SVM (MSVM) [5]. One is by constructing and combining 
several binary SVM classifiers while the other is by directly 
considering all data in one optimization formulation. Hsu et 
al. [5] indicated that the first approach is more suitable for 
practical use. In our methods of fault diagnosis, three typical 
methods of MSVM, “one-against-all,” “one-against-one,” 
and directed acyclic graph SVM (DAGSVM), are applied 
and evaluated respectively. 

The information from several sources can be used in order 
to achieve higher classification accuracy and robustness [6, 
7]. The conventional statistical pattern recognition methods, 
in most cases, are not appropriate in classification of 
multi-source data. For multi-source multi-class classification 
problem, the application of MSVMs is ongoing. In this paper 
the schemes using the data fusion techniques to combine 
MSVMs are proposed to solve the problem of multi-source 
multi-class classification. 

One of the practical limitations in feature fusion is that the 
tremendous size of the feature space and the resulting heavy 
computational burden. To alleviate this problem, many 
researchers do not consider dependence among features from 
different sources, so that decisions are made individually 
based on signals from each source, and then combined 
together. This method is known as decision level fusion [8]. 
The feature level and the decision level are more practical in 
fusion, and the decision level fusion is most flexible. 
Therefore, the feature level and decision level fusion are 
mainly considered in this paper. 

This paper is organized as follows. In Section II, the 
standard SVMs for binary classification is reviewed. We 

Fusion of Multi-class Support Vector Machines 
for Fault Diagnosis 

Zhonghui Hu, Yunze Cai, Xing He, and Xiaoming Xu 

F

2005 American Control Conference
June 8-10, 2005. Portland, OR, USA

0-7803-9098-9/05/$25.00 ©2005 AACC

ThA06.4

1941



introduce one-against-all, one-against-one, and DAGSVM 
methods in Section III. In Section IV, the fusion strategies for 
distributed fault diagnosis are discussed. Numerical 
experiments are given in Section V. Finally, conclusions are 
given in Section VI. 

II. SUPPORT VECTOR MACHINES FOR BINARY 
CLASSIFICATION

A comprehensive description of SVMs can refer to [4]. 
This section concisely describes the SVM theory. For the 

training data set 
1
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represents condition attribute and yi represents class attribute.
Only the cases of linearly inseparable and nonlinearly 
inseparable are discussed in the following. 

For the linearly inseparable case, the optimal classification 
hyperplane is obtained by solving 
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where C  is the constant of capacity control and i  is the 

slack factor that permits margin failure of corresponding ix .
The optimization problem (1) can be rewritten as, 

applying the Lagrange optimization method and duality 
principle, 
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By solving the problem (2), we can get the optimal 
hyperplane with maximal margin 

0i i i
sv

f x y x x b                        (3) 

Therefore, the decision function based on SVM for linear 
classification in the input space is 

( ) sgn sgn i i i
sv

d x f x y x x b          (4) 

For the nonlinearly inseparable case, the problem is 
transformed as that of linear classification in the space H  by 
projecting the original data into a high dimensional space H
using a nonlinear map : nR H . The problem (1) can be 
transformed to the more general kernel version [9] 
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By introducing the kernel , ,i j i jK x x x x , the 

problem (5) can be rewritten as 
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By solving the above problem, we can get the optimal 
hyperplane with maximal margin 

, 0i i i
sv

f x y K x x b                      (7) 

The decision function of SVMs in the input space is 

sgn sgn ,i i i
sv

d x f x y K x x b       (8) 

III. MULTI-CLASS SUPPORT VECTOR MACHINES

Three approaches of creating MSVM by training and 
combining several binary-class SVM classifier, 
one-against-all, one-against-one, and DAGSVM, are 
discussed in this section [5]. 

Given the training data set 
1

,
l

i i i
x y , where n

ix R

represents condition attribute and 1, ,iy k  is the class 

attribute of ix . The objective of multi-class classification is 
to correctly discriminating these classes from each other. 

The earliest used implementation for MSVM 
classification is probably the one-against-all method [5]. The 
MSVM using one-against-all strategy can be constructed by 
applying the following procedure [10]: 

(1) Construct k binary SVM classifiers where 

if x , 1, ,i k  separates training data of class i from the 

other training data ( sgn[ ] 1if x , if instance x belongs to 

class i , sgn[ ] 1if x  otherwise). 
(2) Construct the k-class MSVM classifier by choosing 

the class corresponding to the maximal value of functions  
,  1, ,if x i k . The decision function is 

1 karg  max f x , , f xd x            (9) 

The one-against-one method constructs classifiers where 
each one is trained on data from two classes. There are 
different methods for doing the future testing after all 
classifiers are constructed. Hsu and Lin [5] used the voting 
strategy of “Max-Wins”. However, if two classes have 
identical votes, the decision is not sound. A modified testing 
strategy is proposed as below. 

In our modified testing strategy, the “Max-Wins” strategy 
is firstly applied to test the one-against-one MSVM. If more 
than one class have the identical votes, the following strategy 
is used based on the results of the “Max-Wins” strategy. 
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Suppose there exist p  classes of which the max votes are 

equal to m . Each of the p  classes has m  functions ijf x ,
1, ,i p , 1, ,j m . The class attribute of x is 

determined by the sum of maximal distances to the optimal 
classification hyperplane. Thus, the auxiliary decision 
function is 

1
1
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arg max
p

p

m
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jh h k

d x f x           (10) 

The training phase of DAGSVM [11] is the same as the 
one-against-one method. However, in the testing phase, the 
decision is obtained by using a rooted binary directed acyclic 
graph which has internal nodes and leaves. Each node is a 
binary SVM of the ith and jth classes. Given a test instance, 
starting at the root node, the binary decision function is 
evaluated. Then it moves to either left or right depending on 
the output value. Through a path, we reach a leaf node which 
indicates the predicted class. An advantage of using a DAG is 
that the generalization can be analyzed [5]. In addition, its 
testing time is less than the one-against-one method. 

IV. DATA FUSION STRATEGIES

The synergistic use of overlapping and complementary 
data sources provides information that is otherwise not 
available from individual sources. Furthermore, multiple 
data sources can provide more robust performance due to the 
inherent redundancy [12]. The traditional architecture for 
fusion is centralized. Due to the advances of computing and 
communication, the distributed architecture becomes 
feasible. In this architecture the data from individual data 
sources in lower level nodes are processed and then the 
results are sent to higher level nodes to be combined. The 
distributed fusion architecture has the following advantages: 
lighter processing load at each fusion node; no need to 
maintain a large centralized database; lower communication 
load; higher robustness. 

In this paper, the centralized and distributed architectures 
based on MSVMs are proposed. The proposed schemes 
make full use of the characteristic of MSVMs. One is that the 
MSVMs discussed in this paper are created by constructing 
and combining several binary SVM classifiers. The other is 

that the training of a binary SVM classifier is to obtain the 
optimal classification hyperplane with maximal margin. The 
centralized scheme is labeled as the fusion scheme I. The 
distributed schemes include the fusion scheme II, III, IV and 
V. In each of the proposed schemes, the aforementioned 
three types of MSVM are applied separately. 

The fusion scheme I is illustrated in Fig.1. The features of 
all the data sources are extracted and combined to form a 
single input space. Then the MSVM is trained and tested to 
create a decision maker. 

In the fusion scheme II (Fig.2), the features of every data 
source are extracted and used to form an input space, 
respectively. Then the sub-MSVM decision makers are 
created. Suppose that the class attribute set is 

1, 2, ,CS k . The final decision using the majority vote 
strategy is 
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where d x  is the final decision function, iV  is the obtained 

votes of class i  and jd  is the output of the thj  MSVM 

trained by using the thj  data source. It is possible that more 
than one class have the equal maximal votes. That is the 
limitation of this scheme. In this situation, the final decision 
can be decided by the following strategy. 

For the one-against-all MSVM, suppose the max votes of 
p  classes are equal to m . Thus, the thi  class has m

functions ijf x , 1, ,i p , 1, ,j m . The class 
attribute of x is determined by the sum of maximal distances 
to the optimal classification hyperplane. 
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Data Source 1 Data Source N

Feature Extraction

MSVM

Input Space

Decision Making
Fig. 1.  Data fusion scheme I 

Fig. 2.  Data fusion scheme II 
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For the one-against-one and DAGSVM, the decision 
function is 

1
1
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d x f x          (13) 

In the fusion scheme III (Fig.3), the difference from the 
fusion scheme II is that the output of the ith MSVM is not a 
decision, but the maximal distance of the instance to the 
optimal classification hyperplane. For the one-against-all and 
DAGSVM, the function is defined as 

1, 2max , ,i i i iNf f f f , 1, ,i k                (14) 

For the DAGSVM, the function iqf  in (14) is given by 
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For the one-against-one MSVM, the function fij is 

1

ijV

ij ijl
l

f f x                              (16) 

where the ijV  is the vote number of the ith class of the jth 
MSVM trained by using the jth data source. Thus, the final 
decision function is 

1 2( ) max , , , kd x f f f                       (17) 
In the fusion scheme IV (Fig.4), the difference from the 

fusion scheme III is that the outputs of each binary SVM in 
the ith MSVM, the respective maximal distances of the 
instance to the optimal classification hyperplane, are used as 
features [13]. 
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For the one-against-one MSVM, there exists another 
fusion strategy illustrated by Fig.5. The decision function is 
given as follows. 

1 2( ) arg max ,  , , kd x V V V ,
1

,
N

i ij
j

V v        (19) 

where vij is the vote number of the ith class of the jth MSVM 
trained by using the data from the jth data source. 

V. EXPERIMENTAL RESULTS

Rough set theory is used to diagnose the valve fault for a 
multi-cylinder diesel engine [14]. Four states are researched 
in [14]: Normal state; intake valve clearance is too small; 
intake valve clearance is too large; exhaust valve clearance is 
too large. Among these four states, three fault types are 
simulated in the intake valve and exhaust valve on the second 
cylinder head. Three sampling points are selected to collect 
vibration signals. They are the first cylinder head, the second 
cylinder head and another one at the centre of the piston 
stroke, on the surface of the cylinder block. Six features are 
extracted from the vibration signals. These features present 
the information contained in vibration signals both from the 
frequency domain and time domain. Thus, each instance in 
the dataset is composed of 18 condition attributes (six 
features from each sampling point) and one class attribute 
(four states). In the distributed schemes, the six features from 
one sampling point, adding the class attribute, form a dataset. 
Therefore, three datasets corresponding to three data sources 
are constructed. 

The two-fold cross-validation test is used to show the 
effect of the rough set theory for fault diagnosis in [14]. The 
classification accuracy is listed in Table I. We can find that 
the average classification accuracy is 76.32%. 

1f Nf

Fig. 3.  Data fusion scheme III 

1,  1, ,    if i K ,  1, ,iNf i K

Fig. 4.  Data fusion scheme IV 

1,  1, ,    if i K ,  1, ,iNf i K

Fig. 5.  Data fusion scheme V 

TABLE I
CLASSIFICATION ACCURACY OF EACH PART
(training data: TRD; testing data: TD) 

Data set 1st part: TRD 
2nd part: TD 

2nd part: TRD 
1st part: TD 

Accuracy (%) 78.95 73.68 
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The whole dataset is listed in [3]. It consists of 37 
instances, among which 25 instances are used as training set 
and the rest are used as testing set. The choice of kernel and 
the regularizing parameter is determined via performance on 
a validation set. Eighty percent of the training set is used for 
training binary SVM classifiers and the rest 20% of the 
training set is used as validation set. The testing set is used to 
test the classification accuracy in different strategies. The 
experimental results are given in Table II. The data from 
every data source (sampling point) are used to train and test 
MSVM respectively. The classification accuracy of three 
types of MSVM are given in the D1, D2 and D3 columns. 
Scheme I is the centralized fusion strategy. All the Schemes 
from II to V are distributed strategies of data fusion. Scheme 
II is mainly based on max-distance strategy. Scheme III is 
mainly based on majority-vote strategy. Scheme IV is mainly 
based on max-weighted-distance strategy. Scheme V is also 
based on majority-vote strategy in some sense. Table II 
shows that all the classification accuracy of the approaches 
using fusion strategies outperforms that of other approaches 
without fusion strategies, except for Scheme III for 
DAGSVM. Scheme IV for one-against-all, as well as 
Scheme V for one-against-one, has the best accuracy. 

VI. CONCLUSIONS

The centralized and distributed data fusion strategies 
based on MSVMs are proposed in this paper. They are 
evaluated by applying to fault diagnosis for diesel engine. 
Three methods constructing MSVMs by combining several 
binary SVM classifiers, one-against-one, one-against-all and 
DAGSVM, are mainly discussed. The proposed schemes 
make full use of the fact that the training of a binary SVM 
classifier is by finding the optimal classification hyperplane 
with maximal margin. When the data fusion strategy is not 
used, we can find that the one-against-one and DAGSVM 
methods have higher accuracy. In the data fusion schemes, 
the fusion schemes of II and III are most suitable for the 
one-to-one method, and the fusion scheme IV is most 
suitable for the one-against-all method. The improvement of 

accuracy is outstanding. The one-to-one method for fusion 
strategy IV also obtains high accuracy. In addition, the 
highest accuracy is also gained in the fusion strategy V for 
the one-to-one method. Our proposed methods can improve 
the robustness and accuracy of fault diagnosis. Furthermore, 
they can also be applied in other field. 
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