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Abstract— This paper examines event-triggered broadcasting
of state information in distributed control systems implemented
over wireless communication networks. Event-triggering re-
quires a subsystem to only broadcast its state information when
the local state error exceeds a given threshold. The paper
designs an event triggering scheme that assures asymptotic
stability of the entire networked system. The results apply to
networks of linear time-invariant systems. We derive a lower
bound on the estimated time to next broadcast. Simulation
results show that event triggering allows a subsystem to
adjust its broadcast periods to the amount of activity in its
immediate neighborhood. Simulation results also show that
event-triggering’s average broadcast period scales well with
system size. These results are significant because they show
how one might stabilize distributed control systems over ad hoc
wireless networks without necessarily requiring a high degree
of synchronization within the communication network.

I. INTRODUCTION

A networked dynamical system consists of numerous

loosely coupled systems. These networked systems are found

throughout our national infrastructure with specific examples

being the electrical power grid and transportation networks.

In recent years, it has become popular to refer to such

networked systems as cyber-physical systems [1]. Increased

demands on such infrastructure due to demographic shifts

and greater regulatory burdens have made it increasingly

difficult to reliably manage these networks in a cost effective

manner. There is, therefore, a compelling national need to de-

velop more robust and cost effective methods for controlling

such networked systems.

It is impractical to control such large-scale systems in

a centralized manner. Centralized control algorithms would

require state information from all subsystems before com-

puting the control action. This centralization requires a very

powerful communication network to transport state informa-

tion in a timely manner and it requires extremely detailed

models of subsystem interactions. Both of these requirements

can greatly limit the scalability of centralized approaches to

networked control systems.

An alternative way is to use a distributed approach,

where a given subsystem uses its state and the states of

its immediate neighbors to determine its control action. In

[2] it was shown that optimal controllers with a quadratic

objective possess an inherent degree of spatial localization.

This suggests that it should be possible to effectively regulate

the behavior of distributed systems using local interactions

between spatially adjacent subsystems. One approach to
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distributed control builds upon model predictive control

[3], [4]. Significant progress was made toward this goal

in an approach that modelled system coupling using linear

fractional transformations [5] [6]. More recent work has used

integrator backstepping to extend this approach to networks

of nonlinear systems [7].

One thing worth mentioning is that in all of this prior

work, it is assumed that subsystem controllers can commu-

nicate with their neighbors at will. In practice, however,

communication (especially wireless communication) takes

place over digital networks so that information is transmitted

at discrete time instants rather than continuous-time. More-

over such wireless networks have a bandwidth limitation

that delay message delivery in a way that may adversely

impact overall system stability [8]. The preceding distributed

approaches may therefore be inappropriate in controlling dis-

tributed systems over real wireless communication networks.

For these reasons, some researchers have begun investi-

gating the timing issue in networked control. Briefly stated,

this issue concerns how frequently subsystems should com-

municate with each other to assure a desired level of system

performance. One approach was presented in [9], where one

first designs the controllers under the assumption of perfect

communication and then determines the maximum allowable

transfer interval (MATI) under some assumed communica-

tion protocol. This work led to scheduling methods [10] that

were able to assure the MATI was not violated. Further work

was done in [11], [12] to ensure input-output stability of the

system.

In all of this prior work however, the computation of the

MATI and the execution of communication protocols must

be done in a highly centralized manner. Such centralization

is impractical in large-scaled systems. Moreover because

MATI is computed before the system is deployed, it must

ensure adequate behavior over a wide range of possible

input disturbances. As a result, the computed MATI may be

conservative. This conservative estimate of the MATI results

in the communication network’s bandwidth being greater

than might be necessary. These limitations suggest a great

need for distributed approaches that address this timing issue

in way that enables the networked control system to use

network bandwidth in a extremely frugal manner.

This paper presents such a distributed approach through

the use of a decentralized event-triggered feedback scheme,

where a subsystem broadcasts its state information only when

“needed”. In this case “needed” means that some measure

of the agent’s local state error exceeds a specified threshold.

The “online” nature of event-triggering makes it possible

to reduce the frequency with which agents communicate
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and therefore reduces the bandwidth requirements on the

network. Event-triggering was originally proposed in [13]

and has appeared under a number of names that include

interrupt-based feedback [14], Lebesgue sampling [15], state-

triggered feedback [16], and self-triggered feedback [17]. All

of this prior work, however, has focused on using event-

triggered feedback in single processor real-time systems.

A Lyapunov analysis similar to that suggested by Tabuada

et al. [16] is used in this paper to design decentralized event

triggering rules that allow agents to adapt their broadcast

periods to the current activity level in the system. We show

that such a design can be done in a distributed manner. The

resulting decentralized event-triggering rule based only on

the subsystem’s local state error guarantees the asymptotic

stability for the entire group. The analysis is valid for linear

time-invariant subsystems that have full access to their local

state. We establish bounds on the “time to next broadcast”.

We use simulation results to examine the scheme’s scalability

and to study how the approach adapts the broadcast rate to

variations in a subsystem’s external disturbance environment.

This paper is organized as follows. In section II, the

problem is formulated. Section III presents the decentralized

event-triggering scheme. An estimate of broadcast period for

subsystems is provided in section IV. Simulation results are

presented in section V. Finally, the results are summarized

in section VI.

II. PROBLEM STATEMENT

This section formally presents the assumed system model

and establishes some of the necessary mathematical notation.

Notational Conventions: If V : ℜn → ℜ is a function

then its directional derivative with respect to the differential

equation ẋ = f(x) is LfV = ∂V
∂x f(x). If x ∈ ℜn, then

we let ‖x‖2 denote the Euclidean 2-norm of this vector. If

A ∈ ℜn×m is a real matrix we let ‖A‖ denote the matrix

gain induced with respect to the Euclidean 2-norm. We let

N denote the set {1, 2, · · · , N} of N integers and we let

|N | denote the number of elements in that set.

The system under study is a group of N linear time-

invariant systems. The local state of the ith subsystem (also

called an agent) is a function xi : ℜ → ℜni where ni is

the local state space dimension and i ∈ N . This function

satisfies the linear differential equation

ẋi(t) = Aixi(t) + Biui(t) +
∑

j∈Ni
Hijxj(t)

xi(0) = xi0
(1)

where xi0 ∈ ℜni is the initial state and Ni ⊆ N is the set

of neighbors for agent i. We assume that the neighborhood

sets Ni are such that i /∈ Ni. We further assume that being

in a neighborhood is a symmetric relation in the sense that

j ∈ Ni if and only if i ∈ Nj . The signal ui : ℜ → ℜmi

is the local control signal generated by agent i’s controller

where mi is the dimension of the control set. In this paper,

we assume agent i can receive information from agents in

Ni. Ai ∈ ℜni×ni , Bi ∈ ℜni×mi , and Hij ∈ ℜni×nj are

matrices of appropriate dimension.

For each i ∈ N we assume there exist Ki ∈ ℜmi×ni ,

Pi ∈ ℜni×ni , and Qi ∈ ℜni×ni such that

AT
Ki

Pi + PiAKi
≤ −Qi (2)

where AKi
= A + BiKi.

Note that this inequality is equivalent to requiring that the

function Vi : ℜni → ℜ, define as Vi(xi) = xT
i Pixi, is a

control Lyapunov function for the decoupled system,

ẋi(t) = Aixi(t) + Biui(t).

Consider the use of a digital communication network so

that every agent can only broadcast its state information to

its neighbors in a discrete-time manner. The control for agent

i is therefore generated by the following equation

ui(t) = Kix̂i(t) +
∑

j∈Ni
Lij x̂j(t) (3)

where Ki is the state feedback gain satisfying (2), Lij ∈
ℜmi×nj is a set of decoupling gains, and x̂j(t) is the

latest state that was broadcast by agent j at time t (also

called the “measured state”). The state equation in (1) comes

from earlier models for decentralized control systems used

by Siljak [18]. The structure of the controller differs from

Siljak’s earlier work because our model specifically considers

discrete broadcasts between agents.

Note that we distinguish between the measured feedback

state and the actual state of the agent. This is because

a subsystem can only broadcast its state information at

discrete times. We model this discrete transmission by asso-

ciating a monotone increasing sequence of broadcast times,

{bj[k]}∞k=0, with the jth agent. The broadcast times are

increasing in the sense that bj [k] < bj[k + 1] for all k. The

time bj [k] denotes the kth consecutive time instant when

the jth agent broadcasts its local state xj(bj [k]) to all of its

neighbors in Nj .

The “measured” states used by agent i in (3) are the

functions x̂j : ℜ → ℜnj where j ∈ Ni and

x̂j(t) = xj(bj [k]) (4)

for t ∈ [bj[k], bj [k+1]) and all k = 0, · · · ,∞. The measured

state, therefore, is a sampled version of the neighbor’s state

trajectory where the sampling instants are the broadcast

times. For simplicity we assume that all neighbors receive

the broadcasted state without any delay. This paper’s purpose

is to provide a distributed scheme that enables every agent

to locally identify Ki, Lij , and its broadcast time sequence

({bi[k]}∞k=0) such that the overall system is guaranteed to be

asymptotically stable.

III. EVENT TRIGGERING FOR ASYMPTOTIC STABILITY

This section derives the event-triggering rule that as-

sures the entire system is asymptotically stable. The first

lemma characterizes the directional derivative of the func-

tion Vi(xi) = xT
i Pixi, where Pi satisfies (2). The re-

sults in lemma 3.1 are used to characterize the directional

derivative of the function V : ℜ
P

i
ni → ℜ defined as

V (x1, x2, · · · , xN ) =
∑

i xT
i Pixi that is used in theorem

3.2 to establish a condition for event triggering.
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Lemma 3.1: Consider the system in (1) where

1) the control ui is the distributed control in (3) using

measured states defined by (4),

2) Pi, Ki, and Qi satisfy (2),

3) and ei(t) = x̂i(t) − xi(t) is the error between the

measured state and the actual state.

The directional derivative of Vi(xi) = xT
i Pixi satisfies

∂Vi

∂xi
ẋi ≤ − (λ(Qi) − (|Ni| + 1)δ) ‖xi‖2

2

+
∑

j∈Ni

2‖PiBiLij‖
2

δ ‖ej‖2
2 + ‖PiBiKi‖

2

δ ‖ei‖2
2

+
∑

j∈Ni

2‖Pi(BiLij+Hij)‖
2

δ ‖xj‖
2
2

(5)

for all i ∈ N where δ is any positive real constant and where

λ(Qi) is the minimum eigenvalue of Qi.

Proof: A direct computation shows that

∂Vi

∂xi
ẋi = xT

i Pi (Aixi + BiKix̂i)

+xT
i Pi

∑

j∈Ni
(BiLij x̂j + Hijxj)

+ transposed terms

(6)

Note that x̂i = xi + ei so we can rewrite (6) in terms of xi

and ei to obtain

∂Vi

∂xi
ẋi = xT

i Pi(AKi
xi + BiKiei)

+xT
i Pi

∑

j∈Ni
(∆ijxj + BiLijej)

+ transposed terms

(7)

where ∆ij = BiLij + Hij and AKi
= Ai + BiKi.

Using the fact that

δ‖z‖2
2 +

‖Ry‖2
2

δ
− 2zT Ry ≥ ‖δz − Ry‖2

2 ≥ 0, for δ > 0,

(7) can be rewritten as

∂Vi

∂xi
ẋi ≤ −xT

i Qixi + δ‖xi‖2
2 + ‖PiBiKi‖

2

δ ‖ei‖2
2

+
∑

j∈Ni

(

δ
2‖xi‖2

2 + 2‖Pi∆i‖
2

δ ‖xj‖2
2

)

+
∑

j∈Ni

(

δ
2‖xi‖2

2 +
2‖PiBiLij‖

2

δ ‖ej‖2
2

)

where δ is any positive real constant. Collecting the terms

in ‖xi‖
2
2 and recognizing that

−xT
i Qixi ≤ −λ(Qi)‖xi‖

2
2 (8)

yields (5).

Given the characterization of the Vi’s directional derivative

in (5), we can now state and prove the following theorem

regarding the asymptotic stability of the entire system. This

theorem presumes the decoupling gains, Lij , were chosen

to satisfy the matching condition, BiLij = −Hij , which

essentially assures perfect decoupling of the subsystems.

Theorem 3.2: Assume the matching condition BiLij =
−Hij holds for all i and j. Under the assumptions of lemma

3.1, the networked system in (1) under the control in (3) is

asymptotically stable, if

βi‖ei(t)‖
2
2 ≤ ρi‖xi(t)‖

2
2 (9)

for all i ∈ N and all t, where

βi = ‖PiBiKi‖
2

δ +
∑

j∈Ni

2‖PjBjLji‖
2

δ , (10)

0 < δ < mini∈N

{

λ(Qi)
|Ni|+1

}

, (11)

0 < ρi < λ(Qi) − (|Ni| + 1)δ. (12)

Proof: Consider the candidate Lyapunov function

V (x1, · · · , xN ) =
∑

i∈N Vi(xi). Using lemma 3.1, its di-

rectional derivative may be written as

∂V
∂x ẋ ≤ −

∑

i∈N (λ(Qi) − (|Ni| + 1)δ) ‖xi‖2
2

+
∑

i∈N
‖PiBiKi‖

2

δ ‖ei‖2
2

+
∑

i∈N

∑

j∈Ni

2‖PiBiLij‖
2

δ ‖ej‖
2
2

(13)

Recall that neighborhood membership is a symmetric

relation, so that j ∈ Ni whenever i ∈ Nj . Therefore, we

can redistribute the terms in the third line of (13) to group

together terms indexed by ‖ei‖
2
2 and obtain

∂V
∂x ẋ ≤ −

∑

i∈N (λ(Qi) − (|Ni| + 1)δ) ‖xi‖2
2

+
∑

i∈N
‖PiBiKi‖

2

δ ‖ei‖2
2

+
∑

i∈N

∑

j∈Ni

2‖PjBjLji‖
2

δ ‖ei‖2
2

= −
∑

i∈N (λ(Qi) − (|Ni| + 1)δ) ‖xi‖2
2

+
∑

i∈N βi‖ei‖2
2

(14)

where β is defined in (10). By the assumption in (9), (14)

can be further reduced as

∂V
∂x ẋ ≤ −

∑

i∈N (λ(Qi) − (|Ni| + 1)δ − ρi) ‖xi‖2
2.

(15)

By (12), we have λ(Qi) − (|Ni| + 1)δ − ρi > 0 for all

i ∈ N . Therefore, the term on the right-hand side of (15) is

negative definite, which implies the asymptotic stability of

the equilibrium point.

Theorem 3.2 is interesting because the error condition in

(9) is only dependent on what the ith subsystem can directly

measure. In other words, if all agents cooperate in the sense

of broadcasting their states so that the threshold condition

in (9) is always satisfied, we can assure the entire system’s

asymptotic stability.

The inequality in (9) can be used as the basis for event-

triggering the broadcast of an agent’s state. Note that the

inequality is trivially satisfied by the ith agent at broadcast

time t = bi[k]. So if we trigger the next broadcast, bi[k +1],
any time before (9) is violated and if we can guarantee this

behavior across all agents in the system, the entire networked

system is asymptotically stable.

The matching condition assumed in theorem 3.2 is ex-

ceptionally restrictive. The following theorem relaxes this

assumption.

Theorem 3.3: Assume that the hypotheses in lemma 3.1

are true and assume that for all j

Wi ≡
∑

j∈Ni
‖Pj(BjLji + Hji)‖

2 ≤ λ(Qi)
8(1+|Ni|)

(16)

for all i ∈ N The networked system in (1) under the control

in (3) is asymptotically stable, if

βi‖ei(t)‖
2
2 ≤ αi‖xi(t)‖

2
2 (17)

for all i ∈ N and all t, where βi is defined in (10),

δ < mini

{

λ(Qi)
2(|Ni|+1)

(

1 +
√

1 − 8(1+|Ni|)Wi

λ2(Qi)

)}

(18)

0 < αi < λ(Qi) − (1 + |Ni|)δ − 2Wi

δ . (19)
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Proof: Notice that the definition of Wi in (16) ensures

the term on the right-hand side of (18) is positive. Conse-

quently, (18) implies the term in the most right side of (19) is

positive. We now consider the candidate Lyapunov function

V (x1, · · · , xN ) =
∑

i∈N Vi(xi).
From lemma 3.1, the directional derivative of V becomes

∂V
∂x ẋ ≤ −

∑

i∈N (λ(Qi) − (|Ni| + 1)δ) ‖xi‖2
2

+
∑

i∈N
‖PiBiKi‖

2

δ ‖ei‖2
2

+
∑

i∈N

∑

j∈Ni

2‖PiBiLij‖
2

δ ‖ej‖2
2

+
∑

i∈N

∑

j∈Ni

2‖Pi(BiLij+Hij)‖
2

δ ‖xj‖2
2.
(20)

Since the neighborhood relation is symmetric, we can

redistribute the terms in the third and fourth lines of (20)

to obtain

∂V
∂x ẋ ≤ −

∑

i∈N

[

λ(Qi) − (|Ni| + 1)δ − 2Wi

δ

]

‖xi‖
2
2

+
∑

i∈N βi‖ei‖2
2

(21)

where Wi and βi are defined in (16) and (10), respectively.

Applying (17) into (21), we have

∂V
∂x ẋ ≤ −

∑

i∈N

[

λ(Qi) − (|Ni| + 1)δ − 2Wi

δ − αi

]

‖xi‖2
2.

(22)

By (19), we have λ(Qi)− (|Ni|+1)δ−2Wi

δ −αi > 0 for

all i ∈ N . Therefore, the term on the right-hand side of (22)

is negative definite, which implies the asymptotic stability of

the equilibrium point.

Theorem 3.3 relaxes the matching condition of theorem

3.2. In this case, then we require that there exists symmetric

matrices Pi and Qi as well as Ki and Lij such that

AT
Ki

Pi + PiAKi
≤ −Qi (23)

∑

j∈Ni
‖Pj(BjLji + Hji)‖2 ≤ λ(Qi)

8(|Ni|+1) (24)

One traditional way of interpreting these equations is to

assume that Pi and Qi are fixed. We would then use (23)

and (24) to determine the control gains Ki and decoupling

gains, Lij . An alternative approach assumes we select Ki to

stabilize the decoupled systems with a given level of robust

stability. We would then use (23) and (24) to determine the

matrices Pi and gains Lji. In this particular case we can

view Vi as robust control Lyapunov functions [19] for the

networked system.

IV. BROADCAST PERIOD

This section presents preliminary results bounding the time

between broadcasts when the matching condition holds. We

define the broadcast period of agent i as

Bi[k] = bi[k + 1] − bi[k]. (25)

The main result of this section shows that agent i can

compute its expected “time” to its next broadcast in a rather

simple manner that is a function of the states in the agent’s

neighborhood. This means that broadcast frequency is really

a function of the activity level in an agent’s neighborhood.

Moreover, these results show that the time between consec-

utive broadcasts by the ith agent should be bounded away

from zero.

To bound the time between broadcasts, however, we first

need the following weaker version of theorem 3.2. A similar

corollary can be established under the relaxed form of the

matching condition in (16).

Corollary 4.1: Consider the networked control system in

(1) using the control in (3). If the matching condition holds

under the assumptions of lemma 3.1 and the sequence of

agent broadcasts can ensure that

(βi + ρi)‖ei(t)‖
2
2 ≤ ρi‖x̂i(t)‖

2
2 (26)

for all i and all t ∈ [bi[k], bi[k + 1]), where βi and ρi are

defined in (10) and (12), respectively, then the networked

system is asymptotically stable.

Proof: For notational simplicity let xb denote xi(bi[k]),
then the condition in corollary 4.1 can be rewritten as

βi‖ei(t)‖
2
2 ≤ ρi(‖xb‖

2
2 − ‖ei(t)‖

2
2)

≤ ρi‖xb − (xb − xi(t))‖
2
2 = ρi‖xi(t)‖

2
2.

So by theorem 3.2, we can immediately conclude the entire

system is asymptotically stable.

Corollary 4.1 is clearly a weaker condition than that used

in theorem 3.2. But we can use it to bound the broadcast

period of a given agent. In particular, let’s assume that the

hypotheses of theorem 3.2 hold and let’s further require

that an agent broadcasts its state whenever the condition in

corollary 4.1 is about to be violated.

Let’s assume that agent i broadcasts its state at time

bi[k] = r0. Between this broadcast and the next broadcast by

agent i, it is quite possible that agent i will receive broadcasts

from any of its neighbors. Let M be the number of messages

agent i received from its neighbors during the time interval

[bi[k], bi[k + 1]) and rm denote the mth message agent i
received during [bi[k], bi[k + 1]). We may therefore order

these times as bi[k] = r0 < r1 < · · · < rM+1 = bi[k + 1].
We now study the behavior of the state error ei between

any two consecutive times rm and rm+1. To simplify nota-

tion we let zi(t) = ‖ei(t)‖2. We can show that

żi ≤ ‖ėi‖2 = ‖ẋi‖2

=
∥

∥

∥
Aixi + BiKix̂i +

∑

j∈Ni
(BiLij x̂j + Hijxj)

∥

∥

∥

2

=
∥

∥

∥
AKi

x̂i − BiKiei −
∑

j∈Ni
Hijej

∥

∥

∥

2
≤ ‖AKi

x̂i‖2 + ‖BiKi‖‖ei‖2 +
∑

j∈Ni
‖Hij‖‖ej‖2

(27)

where we used BiLij+Hij = 0 (i.e. the matching condition).

By the event-triggering rule in corollary 4.1, agent j only

broadcasts if it is about to violate the inequality

‖ej(t)‖2 ≤ γj‖x̂j(t)‖2 (28)

for any j where γj =
√

ρj

βj+ρj
.

Between any two times (say rm and rm+1) when a

message is received (or broadcast) by agent i, we know the

measured state x̂j is constant for any j ∈ Ni. Therefore (27)

can be reduced to

żi(t) ≤ σzi(t) + µ (29)
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for any t ∈ [rm, rm+1) where σ = ‖BiKi‖ and µ =
‖AKi

x̂i‖2 +
∑

j∈Ni
γj‖Hij‖‖x̂j‖2.

Note that µ is constant between any two consecutive

receptions. We can therefore solve the differential inequality

in (29) to show that

zi(t) ≤ eσ(t−rm)zi(rm) +
µ

σ
(eσ(t−rm) − 1) (30)

for t ∈ [rm, rm+1).
When m = M , we have

zi(bi[k + 1]) = zi(rM+1) = γi‖xi(r0)‖2. (31)

We can use our expression for zi(t) in (30) to solve for

bi[k + 1] in (31). This yields

bi[k + 1] − rM ≥ 1
σ ln

(

1 + γi‖xi(r0)‖2−zi(rM )
zi(rM )+µ/σ

)

.

Clearly the broadcast period can be bounded as

Bi = bi[k + 1] − rM + rM − r0

≥ 1
σ ln

(

1 + γi‖xi(r0)‖2−zi(rM )
zi(rM)+µ/σ

)

+ rM − r0.
(32)

First notice that zi(rM ) ≤ γi‖xi(r0)‖2. If M ≥ 1, then we

have Bi ≥ rM − r0 > 0. If M = 0, then zi(rM ) = zi(r0) =
0. By (32), we have

Bi ≥
1
σ ln

(

1 + γi‖xi(r0)‖2

µ/σ

)

> 0 if xi(r0) 6= 0.

Therefore, we can conclude that the time between consecu-

tive broadcasts of the same agent must be greater than zero.

V. SIMULATION RESULTS

This section presents simulation results demonstrating

event triggering in a networked control system. The system

under study is a collection of N inverted pendulums (Fig. 1)

whose pendulum arms are coupled together by springs. The

basic system matrices for the ith pendulum are

Ai =

[

0 1
g
ℓ − aik

mℓ2 0

]

, Bi =

[

0
1

mℓ2

]

where g = 10 is gravitational acceleration, ℓ = 2 is the

length of the pendulum, m = 1 is the mass of the pendulum

bob, k = 5 is the spring constant, and a1 = aN = 1, ai =
2, ∀i 6∈ {1, N} are the number of pendulums connected to

the ith pendulum. The coupling matrices, Hij , have the form

Hij =

[

0 0
cijk
mℓ2 0

]

where cij = 1 for i 6∈ {1, N}, j ∈ {(i − 1, i + 1}. Also

c12 = cN,N−1 = 1. Otherwise cij = 0.

x1 x2 x3 x4

Fig. 1. Network of inverted pendulums

A local set of control gains, Ki, were obtained to place

the decoupled system’s poles at −1 and −2. This resulted

in Ki = [−23,−12] for i = 1 and N . The gain for other

agents was Ki = [−18,−12]. In this problem the matching

condition, BiLij = −Hij , can be used if we select Lij =
[−5, 0] for nonzero Hij and Lij = [0, 0] otherwise.

The candidate control Lyapunov function Vi for agent i

was chosen to be xT
i Pixi where Pi =

[

1.25 .25
.25 .25

]

for all

i. The matrices Pi were obtained by solving the following

Lyapunov equation (Ai+BiKi)
T Pi+Pi(Ai+BiKi) = −I ,

where I is a 2 × 2 identity matrix.

With this setup we computed the coefficients βi and ρi

in the event-triggering inequality (9). Our simulation then

triggered agent i to broadcast its state whenever

−0.5‖xi‖
2
2 + βi‖ei‖

2
2 > 0

where β1 = βN = 32.7177 and βi = 24.2812 for i 6= 1, N .

These values were obtained for a δ that was one half of its

maximum possible value in (12).

The simulation results are shown in Fig. 2 where N =
100 and the initial states were randomly generated. The

simulation ran for 16 seconds, with a large disturbance being

applied to the third system halfway through the simulation.

The top plot in Fig 2 is the state time history for all 100 in-

verted pendulums. Note that the system is stable. The bottom

plot in Fig. 2 is the history of broadcast periods of the first

three pendulums generated by the event-triggering scheme.

Note that the broadcast periods vary considerably over those

intervals when the state has been perturbed away from

its equilibrium point. This shows that our event triggering

scheme indeed adjusts broadcast periods in response to what

is happening in the plant. We computed the average broadcast

period, B, for the 100 inverted pendulums simulated in Fig.

2 to be 0.1157.

0 2 4 6 8 10 12 14 16
−2

−1

0

1

2

3

Time (second)

S
ta

te

State History under Event−Triggered Broadcasts

2 4 6 8 10 12 14 16
0

0.1

0.2

0.3

0.4

Time (second)

P
e

ri
o

d
 (

s
e

c
o

n
d

)

 

 

agent 1 agent 2 agent 3

Fig. 2. Event-triggered broadcast simulation results

Let’s now compare the average periods of event-triggered

systems against MATI in [12] for different N . Recall that
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MATI in [12] is defined by

BMATI =















1
L̄r

arctan r(1−ρ̄)

2 ρ̄

1+ρ̄ ( γ̄

L̄
−1)+1+ρ̄

γ̄ > L̄

1−ρ̄
L(1+ρ̄) γ̄ = L̄
1

L̄r
arctanh

r(1−ρ̄)

2 ρ̄

1+ρ̄ ( γ̄

L̄
−1)+1+ρ̄

γ̄ < L̄

, (33)

where, assuming the state equation of the entire system is

ẋ = Ax + BKx̂, L̄ = max
{

0.5λ(−BK − KT BT ), 0
}

, γ̄
is the L2 gain for the system ẋ = (A +BK)x+ BKe from

e to −(A + BK)x, ρ̄ =
√

N−1
N , and r =

√

∣

∣

∣

γ̄2

L̄2 − 1
∣

∣

∣
.

Table I shows the comparison results. It is obvious that

event-triggering scheme can provide a much longer average

broadcast period than MATI. Also notice that by event-

triggering the average periods change little as N increases.

This shows that the average broadcast period by event-

triggering scales well with respect to the size of the system.

TABLE I

COMPARISON RESULTS

Number of
Pendulums

Average Period by
Event-triggering

MATI in [12]

N = 10 0.1149 3.70× 10−3

N = 50 0.1175 7.05× 10
−4

N = 100 0.1152 3.51× 10
−4

N = 150 0.1180 2.34× 10−4

N = 200 0.1177 1.75× 10−4

VI. SUMMARY

This paper presented an event-triggering approach to

broadcasting state data in distributed control systems im-

plemented over ad hoc wireless networks. Broadcasts are

triggered in a decentralized manner, so that all agents make

their broadcast decisions solely on the basis of their own

measured states. Information from neighboring subsystems

is used to adjust the event-triggering level. This approach

therefore allows a subsystem to adjust its broadcast rate

to the amount of activity in its immediate neighborhood.

We were able to bound the time between broadcast events

and simulation results supported our contention that event-

triggering provides an effective means of adapting broadcast

rates in sensor-actuator networks.

The work presented in this paper is preliminary in nature.

There are a number of important issues that will need to

be addressed in our future work. Some of these issues are

itemized below.

• It would be valuable to see how we can take advantage

of the relaxed matching condition in controller synthe-

sis. As noted above, we can use the conditions in the-

orem 3.3 to design both the decoupling gains, Lij , and

robust control Lyapunov functions for the networked

systems. Precisely how such distributed controllers can

be synthesized is a topic for future study.

• The current work restricts its attention to linear time-

invariant systems. It would be valuable to extend this

to networks of nonlinear systems. We believe this may

be possible for nonlinear systems that are affine in the

controls. Once again the matching condition becomes a

major concern in such analyses.

• This paper did not address the issue of message colli-

sions. In practice, such collisions will delay the delivery

of messages in a way that can adversely affect system

stability. Bounding delays as was done in [20] may

help in analyzing the impact message collisions have

on overall system stability.
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