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Abstract— We develop a control methodology for linear
time-invariant plants that uses multiple delayed observations
in feedback. Using the Special Coordinate Basis (SCB), we
show that multiple-delay controllers can always be designed
to stabilize minimum-phase plants, and identify a class of
non-minimum-phase plants that can be stabilized using these
controllers.

I. INTRODUCTION

Control systems subject to delays have been extensively

studied (see e.g. the textbook [1]). Recently, several re-

searchers have sought to design controllers that use multiple

delayed observations, with the motivation that properly-

designed delays can in some special cases act to stabilize

a system [2]–[4]. Fundamentally, these multiple-delay con-

trollers are constructed by first designing controllers that

use derivatives of the output, and then approximating these

derivatives using delay-differences. Specifically, Niculescu

and coworkers have addressed multiple-delay controller de-

sign for plants that are chains of integrators, and have also

established that certain unstable plants cannot be stabilized

with multiple delays [2], [3]. Independently, the article

[4] has pursued multiple-delay control for minimum-phase

plants with relative degree 1 and 2, in particular proving

stability in the special case where the Markov parameters

are all positive.

In this article, we develop the multiple-delay controller

methodology for general linear time invariant (LTI) plants.

Using the Special Coordinate Basis (SCB) [5], we are able to

show that multiple-delay controllers can always be designed

to stabilize minimum-phase plants. In contrast, multiple-

delay controllers cannot generally be used to stabilize non-

minimum-phase ones; essentially, this is because multiple-

derivative controllers do not estimate the zero-dynamics of

a plant, and hence multiple-derivative and multiple-delay

controllers in general must depend on the open-loop stability

of the zero dynamics to achieve stabilization.

Multiple-delay control of minimum-phase plants is dis-

cussed in Section 2, while the general case is addressed in

Section 3.

II. MINIMUM-PHASE PLANTS

We show in this section that multiple-delay controllers can

be used to stabilize minimum-phase plants. We first prove

stabilizability in the square-invertible case, and then address

general minimum-phase plants. Here is the result for square-

invertible plants:
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Theorem 1: Consider a square-invertible minimum-phase

plant. The plant can be stabilized by a multiple-delay static

output feedback controller (i.e., a controller of the form

u(t) =
∑M

i=1 Kiy(t − τ̄i), where 0 ≤ τ̄1 < τ̄2 < ... < τ̄M

and where the Ki are of appropriate dimension). Moreover,

the needed number of delayed observations M is equal to

the maximum order among the infinite zeros of the plant.

Proof:

We prove the theorem by first showing that a multiple-

derivative controller stabilizes the plant, and then invok-

ing an equivalence between multiple-derivative control and

multiple-delay control.

The existence of a stabilizing multiple-derivative controller

follows immediately from the time-scale-assignment method-

ology originated in [6], and explored fully under the head-

ing of asymptotic time-scale and eigenstructure assignment

(ATEA) design (see [7] for a thorough introduction, see

also e.g. [8]). Specifically, from the ATEA design literature

(which exploits the SCB [5]), one sees that a high-gain static

state-feedback controller can be used to 1) place a closed-

loop pole arbitrarily near to each of the plant’s finite zeros,

and 2) drive the remaining eigenvalues arbitrarily far left in

the complex plane along desired time scales. From the SCB,

it is thus evident that static feedback of the state associated

with the infinite-zero structure—or equivalently of the output

and its first M −1 derivatives—can stabilize the plant. For a

detailed construction of the controller, please see [7]. Thus,

we recover that a controller of the form

u(t) =

M∑

i=1

kiy
(i−1)(t) (1)

can stabilize the plant.

Second, we invoke Lemma 1 (see Appendix), which

shows that a stabilizing multiple-derivative controller can

always be approximated by a multiple-delay controller that

is also stabilizing. In particular, we see from the lemma that

a controller of the form u(t) =
∑M

i=1 Kiy(t − ǫτi), where

0 ≤ τ1 < τ2 < ... < τM and ǫ is a small positive constant

can stabilize the plant. We thus recover that the result of

the Theorem, choosing τ̄i = ǫτi. �

If the plant is not square-invertible, then design of a

multiple-delay controller can be achieved through squaring-

down followed by application of the above result for square-

invertible plants. Specifically, in this case, an (in general

dynamic) open-loop precompensator and postcompensator

can be applied to construct a square-invertible and minimum-

phase plant, see [9] and also Figure 1. In turn, the multiple-
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Fig. 1. A minimum-phase non-square-invertible plant can be made
minimum-phase square-invertible using (in general dynamic) pre- and post-
compensation. We can thus develop multiple-delay controllers even in the
non-square-invertible case.

delay controller design for minimum-phase plants can be

applied. We stress here that in many cases static pre- and

post-compensation can be used, in which case the form of

the controller is exactly as in Theorem 1. We also note that

the pre- and post-compensation do not change the infinite

zero structure of the plant (see [9]), so the number of delays

needed by the controller is identical to the number in square-

invertible case.

III. NON-MINIMUM PHASE PLANTS

At their essence, the multiple-delay controllers proposed

in the literature use delayed observations to estimate

derivatives of the output. The SCB formulation above

clarifies that these derivatives contain (partial) state

dynamics of the systems, and hence are valuable for

control. However, it is classically known, and can be

seen from the SCB, that derivatives of the output do not

contain the zero dynamics of the plant. We thus expect that

non-minimum-phase plants will not generally be stabilizable

by multiple-derivative or multiple-delay controllers. Let

us first give two examples, one of a non-minimum phase

plant that can be stabilized using multiple-delay control

and one of a non-minimum-phase plant that cannot be

stabilized by any multiple-derivative linear controller

(and hence also cannot be stabilized by a controller that

approximates derivatives using delays). After presenting the

examples, we will clarify that the problem of stabilizing a

general plant with multiple delays (or derivatives) can be

phrased as a static controller design problem, and hence

the wide literature on static stabilization [10] can be applied.

Example 1:

The non-minimum phase SISO plant with transfer

function H(s) = s−1
s2(s+10)2 can be stabilized using a

multiple-delay feedback controller. To verify, notice that a

feedback controller that uses two derivatives of the output,

namely u(t) = d2y

dt2
+ 2 dy

dt
+ y, stabilizes the plant. We

thus can construct a controller that uses three delayed

observations to stabilize the plant, as by approximating the

derivatives using delay differences.

Example 2:

A SISO plant with transfer function H(s) = (s−1)3

s4

cannot be stabilized by any multiple-derivative feedback

controller, i.e. any controller of the form u =
∑N

i=0 αiy
(i),

for any N . To see this, notice that the controller’s transfer

function is a degree-N polynomial, say p(s). Let us first

consider the case that p(s) has no zeros at the origin. In

this case, the characteristic polynomial of the closed-loop

is easily seen to be s4 + (s − 1)3p(s). Noticing that

(s − 1)3p(s) is a polynomial with three positive real roots,

its coefficients have at least three sign changes according to

Descartes’ classical rule of signs. Thus, the coefficients of

the closed-loop characteristic polynomial s4 + (s − 1)3p(s)
change signs at least once (since s4 is a monomial and so

changes only one coefficient in the polynomial), all roots

cannot be in the OLHP. In the case where p(s) has zeros at

the origin, the characteristic polynomial of the closed-loop

takes the form sj + (s − 1)3p̂(s) where j = 0, 1, 2, 3 and

p̂(s) is formed from p(s) by removing 4 − j roots at the

origin. Thus, by exactly the same argument, we see that not

all roots of the characteristic polynomial are in the OLHP,

and stability cannot be achieved.

We note that this example shows that multiple-derivative

controllers cannot generally be used to stabilize non-

minimum-phase plants. Since the known methods for

multiple-delay control are based on approximating

derivatives using delay differences, these methods

unfortunately cannot in general be used to stabilize

non-minimum-phase plants. More fundamentally, we

contend that multiple-delay controllers are essentially

equivalent to multiple-derivative controllers, and so we

conjecture that no multiple-delay controller can stabilize

this plant either.

The above two examples suggest that some but not all

non-minimum phase plants can be stabilized using multiple-

derivative and hence multiple-delay controllers. Thus, we

are motivated to find ways for distinguishing plants that

can and cannot be stabilized by multiple-delay controllers.

In fact, we can straightforwardly pose this classification

problem as a static stabilizability problem. Let us present this

formalization for the case of SISO plants (for simplicity).

Theorem 2: Consider a SISO LTI plant with n poles

and m zeros, and consider another (SIMO) plant with the

same state equation but with the output appended by its

first n − m − 1 derivatives. If this (virtual) SIMO plant can

be stabilized using a static linear feedback controller, then

the SISO plant can be stabilized using a controller that uses

n − m delays.

The proof of this theorem is immediate: static stabiliz-

ability of the SIMO plant implies stabilizability of the SISO

plant using feedback that is a linear combination of the first

n−m−1 derivatives of the output (and in turn stabilizability

using multiple-delay control, see Appendix). We note that

only n−m− 1 derivatives (equivalently, n−m delays) are

considered, since higher derivatives of the output involve the

input and hence cannot always be computed/approximated in

practice, nor can such controllers based on higher derivatives

always be approximated using multiple-delay controllers.

The theorem generalizes naturally to the MIMO case.

Specifically, through an appropriate transformation, we
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can view the infinite zero dynamics as comprising

multiple coupled integrator chains whose outputs are

linear combinations of the original plant’s outputs. By

appending the output with derivatives of each of these

linear combinations up to one less than the depth of the

corresponding integrator chain (i.e., the maximum order

of the infinite zeros associated with this chain), we can

pose the multiple-derivative controller design as a static

controller design problem for the appended system. We

thus recover that multiple-delay controllers can be designed

whenever this static controller design problem can be solved.

Remark: We note that that the system with extended output

as given above has the same spectrum and blocking-zero

structure as the original plant. It follows immediately that

a necessary condition for the multiple-derivative control and

hence our multiple-delay control is that the parity interlacing

property holds, e.g. [10], [11].
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APPENDIX

We show in this appendix that a multiple-delay controller

can be designed to stabilize an LTI plant whenever a

multiple-derivative controller of the form given in Equation

1 can be used to stabilize the plant. The stability of a

delay-differential equation, such as the closed-loop system

in our case, is usually proved using either the Razhumikin-

Lyapunov theory (which connects the time-evolution of a

Lyapunov function to that of an interval-maximum func-

tional) or directly using Lyapunov-Krakovskii functionals

[1]. The argument that we use here is essentially of the

Razhumikhin-Lyapunov type, though we find it preferable to

work directly with an interval-maximum functional than to

use a Lyapunov function and subsequently connect it to the

functional. Specifically, we prove stability using a quadratic

functional of the from C(t) = maxτ∈[0,MǫτM ] x(t −
τ)Px(t − τ) where τM is the maximum delay used in the

multiple-delay controller.

Fundamentally, the equivalence between multiple-

derivative control and multiple-delay control is evident:

because we have the freedom to choose the delays arbitrarily

small, the closed-loop trajectory upon multiple-delay control

can be made to approximate that achieved by multiple-

derivative control (at least as long as the feedback does

not include delayed derivatives of the state itself, see e.g.

[12] for further discussion of these complicated neutral

delay-differential equations). In turn the functional can be

shown to be non-increasing and attractive. This result is

formalized below.

Lemma 1: Consider a SISO LTI plant with

relative degree M that can be stabilized by the

controller u =
∑M

i=1 kiy
(i−1)(t). Then the controller

u(t) =
∑M

i=1 Kiy(t− ǫτi), where Ki =
∑M

j=1

(j−1)!kjdQi,j

ǫj−1det(Q) ,

Q =





1 τ1 ... τM−1
1

1 τ2 ... τM−1
2

...
... . . .

...

1 τM ... τM−1
M




, and dQi,j

is the (i, j)th

minor, also stabilizes the plant for sufficiently small ǫ1.

Proof:

We will prove stability using a Lyapunov functional of the

form V (t) = maxs∈[0,MǫτM ]x
T (t−s)Px(t−s). Specifically,

we shall show that V (t) is not only non-increasing but also

attractive to the origin, and hence we shall prove stability

(see e.g. [1]). We broadly follow the approach taken by

Michiels and Roose [13], but prove asymptotic stability in

addition to invariance of the closed-loop system, and also

1We note that the gains in the multiple-delay controller are based on
approximating the observation y(t) with a polynomial interpolation over
the interval [0, ǫτM ], see [2] for details.
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extend their argument to the multiple-delay case. The proof is

organized as follows: first, we formalize that the closed-loop

dynamics can be viewed as a stable finite-state LTI dynamics

plus a small delay-based correction term that results from

the approximation of derivatives with delays. Using this

formulation, we specify a Lyapunov functional that can be

used to 1) prove invariance of particular Lyapunov balls of

arbitrary size, and 2) show that the functional and hence

the state is attractive to the origin. This attractivity proof is

based on a bound on the time by which the the state enters

a smaller invariant set.

First, let us express the closed-loop system dynamics

when the multiple-delay controller is used in terms of the

closed-loop dynamics upon multiple-derivative control, plus

an error. For convenience, let us first define an extended

output vector ỹ =





y

ẏ
...

y(M−1)




. In this notation, the input

u(t) when the multiple-delay controller is used can be

written as the input when multiple-derivative control is used

(which constitutes a static linear feedback of ỹ), plus a

(small) correction term that captures the difference between

multiple-delay-based approximation of output derivatives and

the derivatives themselves. That is, u(t) = kT ỹ + kT ỹdiff ,

where ỹdiff = ỹapp − ỹ, where ỹapp =





yapp

...

y
(M−1)
app



, where

y
(i)
app is the approximation of the ith derivative of y using i+1

delays as in the Lemma statement, and k =
[
k1 ... kM

]T
.

We notice that our approximation for the ith derivative (y (i))

is constructed by interpolating the observation y(t) at i + 1
points on the interval [t − ǫτi, t]. We note that, from the

classical mean value theorem for divided differences, there

exist θi ∈ [0, ǫτi], i ∈ 1, . . . , n such that y(i)(t) − y
(i)
app(t) =

ǫτiy
(i+1)(t−θi); we shall use this fact subsequently to show

that the functional is non-increasing and attractive.

Using the re-written observation vector, we can straight-

forwardly express the closed-loop dynamics as ẋ = Ax +
bkT (ỹ + ỹdiff ). Noting that ỹ = C̃x for appropriate C̃

(since, from the SCB, each of the first M derivatives of y(t)
can be written as linear combinations of x(t)), we obtain

that ẋ = (A + bkT C̃)x + bkT ỹdiff . We note here that

A = A+bkT C̃ is Hurwitz stable, and so there exists P > 0

and Q > 0 such that A
T
P + PA ≤ −Q.

Let us now prove stability of the closed-loop system using

the functional V (t) = maxs∈[0,MǫτM ]x
T (t − s)Px(t − s).

We do so from first principles, in two steps: 1) we show that

V (t) is a non-increasing function of time, and 2) we show

that V (t) approaches 0 (in fact exponentially) by bounding

the times at which V (t) is less than arbitrary fractions of its

initial value.

To show that V (t) is non-increasing, let us first show that

if V (t̂) = c, then V (t) ≤ c for t ≥ t̂, for any c (when ǫ

is chosen sufficiently small). From the fact that V ( t̂) = c,

we know that W (t) = xT (t)Px(t) is less than or equal to c

for t̂ − MǫτM ≤ t ≤ t̂. From continuity of the solution, we

thus know that there must be a particular time t such that

W (t) = c for the first time if c is to be exceeded, and further

W () must increase from less than c to greater than c at this

time t. We prove this is impossible by showing that Ẇ is

less than 0 for W (t) = c, and hence prove that V (t) ≤ c for

t ≥ t̂. Specifically, note that

Ẇ = xT (A
T
P + PA)x + xT PbkT ỹdiff + ỹT

diffkbT Px.

(2)

Hence,

Ẇ ≤ −xT Qx + 2|x||PbkT ỹdiff |. (3)

We recall that ỹdiff (t) =





ǫτ1y
(1)(t − θ1)

ǫτ2y
(2)(t − θ2)

...

ǫτMy(M)(t − θM )




, for some

θ1, . . . , θM . Substituting, we obtain that

Ẇ ≤ −xT Qx + 2|x||PbkT |

∣∣∣∣∣∣∣∣∣

ǫτ1y
(1)(t − θ1)

ǫτ2y
(2)(t − θ2)

...

ǫτMy(M)(t − θM )

∣∣∣∣∣∣∣∣∣

. (4)

Note that ǫτiy
(i)(t−θi) are clearly bounded linearly with the

norm of x(t−θi) and with ǫ for i = 1, . . . , M1, since each of

these derivatives is a linear function of the concurrent state.

However, further effort is needed in bounding ǫτMy(M)(t−
θM ).

To continue, notice that this term can be rewritten as

ǫτMC(M−1)ẋ(t − θM )) = ǫτMC(M−1)(Ax(t − θM ) +
bkT ỹapp(t−θM )), where C(M−1) describes the linear trans-

formation from x to y (M−1). Notice that ǫτMC(M−1)Ax(t−
θM ) is guaranteed to be bounded by a function that is linear

with ǫ and with the norm of x(t − θM ), but bkT ỹapp(t −
θM )) requires more work to bound since the approximation

ỹapp(t−θM ) depends on ǫ. Let us thus study this term a bit

further. In particular, note that ỹapp(t−θM )) can be rewritten

as ỹapp(t − θM ) = ỹ(t − θM ) + ỹdiff (t − θM ). The first

term, ỹ(t−θM ) is bounded. The second term, ỹdiff (t−θM )
can be approximated in the same way as ỹdiff (t), specif-

ically as ỹdiff (t) =





ǫτ1y
(1)(t − θM − φ1)

ǫτ2y
(2)(t − θM − φ2)

...

ǫτMy(M)(t − θM − φM )




, for some

φ1, . . . , φM . Here, all terms are guaranteed to be bounded

with respect to ǫ and the norm of x at the appropriate

time, except the highest-order one. However, substituting this

highest-order term into the expression for Ẇ , we finally

recover that the only (possibly) unbounded term has the

form ǫ2qy(M)(t − θM − φM ), where q is a fixed constant.

Repeating this process M − 2 further times, we finally

recover that the only (possibly) unbounded term has the form

ǫMry(M)(t − θbig), where θbig < MǫτM and r is a fixed

constant.
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Finally, noting that y(M) = C(M−1)ẋ, we obtain that

this term is ǫMrC(M−1)ẋ(t − θbig) = ǫMrC(M−1)(Ax(t −
θbig) + bu(t − θbig)). The first of the two terms in the

above expression is clearly bounded with ||x|| and ǫ (in fact,

ǫM ). Meanwhile, from the expression for the multiple-delay

controller, we see that u(t− θbig) can be bounded by C
ǫM−1

for some positive constant C (for x in the given ball). Thus,

we recover that ǫMrC(M−1)Ax(t − θbig) + bu(t − θbig) is

bounded by a linear function of ǫ and the norm of x. Hence,

we have finally proved that the perturbation of Ẇ from that

upon use of a multiple-derivative controller (see Equation 2)

can be bounded by a sum of terms that are each linear with

ǫ, and with a norm of x for a time between 0 and MǫτM .

In turn, we recover that

Ẇ ≤ −λmin(Q)|x|2 + ǫL|x|2, (5)

where the positive constant L (which does not depend on c)

is not worth our while to compute. By choosing ǫ <
λmin(Q)

L
,

we can guarantee that the derivative of W (t) is negative for

W (t) = c, and hence W (t) and in turn V (t) do not exceed c.

Since this statement holds for all c, we automatically recover

that V (t) is a non-increasing function of time.

We can straightforwardly extend the above argument to

show that the functional V (t) not only is non-increasing

but in fact approaches 0. In particular, we can prove the

following: if V (t̂) = c, then V (t̂ + 2λmax(P )
λmin(Q) + MǫτM ) ≤

c
2 , as long as we choose ǫ <

λmin(Q)
4L

(where L is the

positive constant described above). To prove this, simply

note that by choosing ǫ in this way and using the fact

that the norms of the delayed versions of x are bounded

by
2λmax(P )
λmin(P ) |x(t)| while W (t) is between c

2 and c, we

guarantee that Ẇ ≤ − 1
2λmin(Q)|x|2. Thus, while c

2 ≤
W (t) ≤ c, it is guaranteed that W (t) decreases at a rate

of at least 1
2λmin(Q)|x|2 ≥ 1

2
λmin(Q)
λmax(P )W (t) ≥ 1

2
λmin(Q)
λmax(P )

c
2 .

We thus recover that W (t) can remain between c and c
2 for a

maximum time of 2 λmax(P )
λmin(Q) . Once W (t) has dropped below

c
2 , it is clear from the fact that the derivative is negative for

W (t) ≥ c
2 that V (t) cannot again exceed c

2 . Thus, we recover

the result above. Repeating the argument, we obtain that

V (t) ≤ c
2n for t ≥ t̂+2n

λmax(P )
λmin(Q) +nMǫτM , and so we have

proved asymptotic (and in fact exponential) convergence of

the state to the origin.

We have thus proved that, if the state is upper-bounded by

a constant c over the interval [−MǫτM , 0], then it is bounded

by c for all t ≥ 0 and in fact converges exponentially

to the origin. The only remaining step in proving stability

(see e.g. [1]) is to show that boundedness over the shorter

interval [−ǫτM , 0] yields boundedness and convergence.

However, it is trivial to show through a scaling argument

that the shorter interval suffices. �

While the above proof is tedious, the underlying concept

is rather simple: using small delays, we can approximate

the multiple-derivative control arbitrarily closely, and hence

the response when the multiple-delay controller is used is

close to the response when the multiple-derivative controller

is used, for finite time periods. Since the multiple-derivative

controller is asymptotically stable, it is decrescent with

respect to a particular Lyapunov function; the associated

Lyapunov functional can thus be shown to be decrescent

over periods of time when the multiple-delay controller is

used, and in turn stability can be proved.

The result generalizes naturally to the MIMO case. We can

approximate all the required derivatives of the the output

(specifically, of linear combinations of output variables),

as delay differences. Again, as we make the delays small,

we find that the multiple-delay controller approximates the

multiple-derivative controller more and more accurately, and

hence an identical Lyapunov argument suffices to prove

stability—the only difference is that the observation and

its required derivatives are vectors (rather than scalars) that

depend linearly on the state and its derivative. Since the

highest derivative used by the controller is the maximum M

among the orders of the infinite zeros minus 1, we recover

that M − 1 + 1 = M delays are needed.

A couple further notes about the multiple-delay approx-

imation are worthwhile. First, the above argument can

straightforwardly be extended to show that the Lyapunov

exponent for the multiple-delay control can be made ar-

bitrarily close to that for the multiple-derivative control.

Second, it can be shown that the finite poles of the multiple-

delay-controlled system approach the poles of the multiple-

derivative-controlled system, while the additional poles move

toward −∞ as ǫ becomes small. A full treatment of this

second point is deferred to future work. We also leave it to

future work to select the delays τ1, . . . , τM , so as to trade

off accuracy in the derivative approximation (and hence in

the settling response) with robustness to additive noise, see

e.g. [14] for relevant analysis.
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