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#### Abstract

In this paper, the regularization problem is investigated for nonlinear differential-algebraic equation (DAE) systems with unknown parameters, which appear linearly in both differential and algebraic equations. It is shown that the feasibility of the proposed algorithms guarantees the existence of a feedback controller so that the resulting closed-loop systems admit equivalent ordinary differential equation (ODE) systems with lower triangular forms. As an application case of DAE systems, a constrained manipulator with flexible joints is studied to illustrate the proposed methodology.


## I. Introduction

Differential-Algebraic Equation (DAE) systems (also referred to as singular, descriptor, semistate, generalized systems etc.) arise naturally as dynamic model of electrical [18], mechanical [17] and chemical engineering [3] applications. It embodies an important class of systems of both theoretical interest and practical significance. In theoretical research on DAE systems, the work focused on the issues related to solvability and numerical solutions [1] [2]. There was some work on the topics of passivity based design [19], feedback linearization [6], observer design [22], disturbance decoupling [13], input-output decoupling [14], regulation [5] [15], output tracking [7] [12], stabilization [16], robust stabilization [11], over- and under-determined nonlinear analysis [10]. In practical applications, it is known that mechanical systems with classical holonomic and nonholonomic constraints [21] and robotic systems with kinematic constraints [7] are modeled naturally by DAE systems. DAE systems are also known as dynamic models in power systems [4] and chemical processes [9].

In above mentioned theoretical research and practical applications, the parameters in the DAE systems are normally assumed to be known or given. However, it is not the case in general. For example, for a constrained robotic system, the parameters such as damping, stiffness and friction coefficients in the dynamic equations are normally unknown due to the difficulty of measurement. Therefore, to investigate the adaptive control problem of DAE systems becomes natural and significant.

In this paper, we consider a MIMO nonlinear affine DAE

[^0]system
\[

$$
\begin{align*}
\dot{x} & =f_{1}(x)+p_{1}(x) z+g_{1}(x) u+\alpha_{1}(x) \theta  \tag{1}\\
0 & =f_{2}(x)+p_{2}(x) z+g_{2}(x) u+\alpha_{2}(x) \theta  \tag{2}\\
y & =h(x) \tag{3}
\end{align*}
$$
\]

where $x \in R^{n}, z \in R^{s}, u \in R^{m}, y \in R^{m}$ and $\theta \in R^{t}$ are the vector of differential variables, algebraic variables, inputs, outputs, and unknown parameters respectively. $f_{1}(x)$, $f_{2}(x), p_{1}(x), p_{2}(x), g_{1}(x), g_{2}(x), \alpha_{1}(x), \alpha_{2}(x), h(x)$ are matrix-valued smooth functions with dimensions of $n \times 1$, $s \times 1, n \times s, s \times s, n \times m, s \times m, n \times t, s \times t, m \times 1$, respectively. Assume that the origin is an isolated equilibrium point, i.e. $f_{1}(0)=0, f_{2}(0)=0$ and $h(0)=0$. In this paper, we develop one methodology to regularize this class of DAE system, i.e., finding a change of coordinates to transform the DAE system into an equivalent ODE system with a lower triangular structure. A state feedback controller is constructed for the resulting system.

The proposed methodology consists of three algorithms. By repetitively calculating the so called generalized characteristic numbers given in Algorithm 1, Algorithm 2 is proposed to identify the constraints hidden behind the algebraic equations. These two algorithms can be considered as extensions of the first and second algorithm in [16]. In comparison with the algorithms in [16], one more term will be considered each step of our algorithms, which is due to $\alpha_{2}(x)$. Algorithm 3 constructs the change of coordinates. The key step of the change of coordinates involves the design of a static feedback $u=\gamma(x) z+v$. The resulting ODE system is in a lower triangular form and the design adaptive controller guarantees the global asymptotic stability of the closed-loop system if the change of coordinates is defined globally.

In the next section, we present the problem formulation and three developed algorithms. Based on the resulting ODE system with lower triangular form, an adaptive controller is designed by the backstepping technique in Section 3. As an important application of DAE systems, one constrained robotic system with flexible joints is studied in the Section 4. Concluding remarks are given in Section 5.

## II. Problem Formulation and Main Results

Considering the DAE system (1)-(3), the adaptive regularization problem of this system is to find a feedback $u=\gamma(x) z+\alpha(x, \widehat{\theta})$ and adaptive law $\widehat{\theta}=\widehat{\theta}(x, \widehat{\theta})$, with $\gamma(x)$ and $\alpha(x, \widehat{\theta})$ smooth functions defined in a neighborhood $U$ of the origin and $\alpha(0, \widehat{\theta})=0$, such that the corresponding
closed-loop system

$$
\begin{align*}
\dot{x}= & f_{1}(x)+g_{1}(x) \alpha(x, \widehat{\theta})  \tag{4}\\
& +\left[p_{1}(x)+g_{1}(x) \gamma(x)\right] z+\alpha_{1}(x) \theta \\
0= & f_{2}(x)+g_{2}(x) \alpha(x, \widehat{\theta})  \tag{5}\\
& +\left[p_{2}(x)+g_{2}(x) \gamma(x)\right] z+\alpha_{2}(x) \theta \\
y= & h(x) \tag{6}
\end{align*}
$$

has the following properties:

1. for any consistent initial condition $x_{0} \in U$, it has a unique differentiable solution $(x(t), z(t))$ with $x(0)=x_{0}$;
2. $\lim _{t \rightarrow \infty} x(t)=0$ for any consistent initial condition $x_{0} \in U$.

The following algorithm is given with the assumption as $\left[p_{2}(x) \quad g_{2}(x)\right]$ has a full row rank.
Algorithm 1: Calculation of the Generalized Characteristic Number

Step 1. Assign $\phi_{0}(x):=\phi(x)$ and set $k=0$. Calculate $L_{f_{1}} \phi_{0}(x), L_{p_{1}} \phi_{0}(x), L_{g_{1}} \phi_{0}(x)$ and $L_{\alpha_{1}} \phi_{0}(x)$. If the $\operatorname{matrix}\left[\begin{array}{ll}p_{2}(x) & g_{2}(x) \\ L_{p_{1}} \phi_{0}(x) & L_{g_{1}} \phi_{0}(x)\end{array}\right]$ has a constant rank $s$, then there exists a unique vector-valued smooth function $e_{0}(x)$ of dimension $s$ such that

$$
\left[\begin{array}{ll}
L_{p_{1}} \phi_{0}(x) & L_{g_{1}} \phi_{0}(x)
\end{array}\right]=e_{0}(x)\left[\begin{array}{cc}
p_{2}(x) & g_{2}(x)
\end{array}\right]
$$

Define that $\phi_{1}(x)=L_{f_{1}} \phi_{0}(x)-e_{0}(x) f_{2}(x)$ and $w_{1}(x)=$ $L_{\alpha_{1}} \phi_{0}(x)-e_{0}(x) \alpha_{2}(x)$. Otherwise, set $r=1$ and terminate the algorithm.

Step $k+1$. Suppose we have already defined a sequence of $\phi_{0}(x), \phi_{1}(x) \cdots \phi_{k}(x)$. Now calculate $L_{f_{1}} \phi_{k}(x), L_{p_{1}} \phi_{k}(x), L_{g_{1}} \phi_{k}(x)$ and $L_{\alpha_{1}} \phi_{k}(x)$. If the matrix $\left[\begin{array}{ll}p_{2}(x) & g_{2}(x) \\ L_{p_{1}} \phi_{k}(x) & L_{g_{1}} \phi_{k}(x)\end{array}\right]$ has a constant rank $s$, then there exists a unique vector-valued smooth function $e_{k}(x)$ of dimension $s$ such that

$$
\left[\begin{array}{ll}
L_{p_{1}} \phi_{k}(x) & L_{g_{1}} \phi_{k}(x)
\end{array}\right]=e_{k}(x)\left[\begin{array}{cc}
p_{2}(x) & g_{2}(x)
\end{array}\right]
$$

Define that $\phi_{k+1}(x)=L_{f_{1}} \phi_{k}(x)-e_{k}(x) f_{2}(x)$ and $w_{k+1}(x)=L_{\alpha_{1}} \phi_{k}(x)-e_{k}(x) \alpha_{2}(x)$. Otherwise, set $r=k+1$ and terminate the algorithm.

The algorithm terminates at Step $r$. Such an integer is defined to be the generalized characteristic number of the function $\phi(x)$ under the constraint (2). Differentiating $\phi_{k}(x)$ with respect to time, it follows that for $k=0,1, \cdots, r-2$

$$
\begin{align*}
\frac{d \phi_{k}(x)}{d t}= & L_{f_{1}} \phi_{k}(x)+L_{p_{1}} \phi_{k}(x) z+L_{g_{1}} \phi_{k}(x) u  \tag{7}\\
& +L_{\alpha_{1}} \phi_{k}(x) \theta \\
= & \phi_{k+1}(x)+w_{k+1}(x) \theta \\
& +e_{k}(x)\left[f_{2}(x)+p_{2}(x) z+g_{2}(x) u+\alpha_{2}(x) \theta\right]
\end{align*}
$$

and

$$
\begin{align*}
\frac{d \phi_{r-1}(x)}{d t}= & L_{f_{1}} \phi_{r-1}(x)+L_{p_{1}} \phi_{r-1}(x) z  \tag{8}\\
& +L_{g_{1}} \phi_{r-1}(x) u+L_{\alpha_{1}} \phi_{r-1}(x) \theta
\end{align*}
$$

Remark 1: Algorithm 1 will be used in the following Algorithm 2 and 3. Different from the algorithms in [14] and
[16], besides $\phi_{k}$, Algorithm 1 is also involved in calculating $w_{k}$ due to the $\alpha_{2}(x)$ term, where $\theta$ enters.

## Algorithm 2: Regularization

Algorithm 2 is used to identify all the hidden constraints behind the algebraic equation (2). It begins with decomposing the algebraic equation (2) into the form of (9) and (10). Each step of Algorithm 2 involves calculating the generalized characteristic number $r^{i}$ of the function $\phi^{i}(x)$ under the constraint produced in the previous step. The algorithm is developed under the assumption that the hidden constraints on $x$ is independent of $\theta$.

Step 0. Consider the constraint (2) and suppose the matrix $\left[\begin{array}{ll}p_{2}(x) & g_{2}(x)\end{array}\right]$ has a constant rank $s_{0}$. Without loss of generality, assume that its first $s_{0}$ rows, denoted by $\left[\begin{array}{cc}b_{0}(x) & c_{0}(x)\end{array}\right]$, has a full row rank $s_{0}$. Let $p=s-s_{0}$, then for each $i=1,2, \cdots, p$, there exists a unique vector $S^{i}(x)$ such that

$$
\left[p_{2}^{s_{0}+i}(x) \quad g_{2}^{s_{0}+i}(x)\right]=S^{i}(x)\left[\begin{array}{ll}
b_{0}(x) & c_{0}(x)
\end{array}\right]
$$

where $p_{2}^{s_{0}+i}(x)$ and $g_{2}^{s_{0}+i}(x)$ are the $\left(s_{0}+i\right)$ th row of $p_{2}(x)$ and $g_{2}(x)$ respectively.

Set $\phi^{i}(x)=f_{2}^{s_{0}+i}(x)-S^{i}(x) a_{0}(x)$ and $w^{i}(x)=$ $\alpha_{2}^{s_{0}+i}(x)-S^{i}(x) d_{0}(x)$ with $a_{0}(x), d_{0}(x)$ being the first $s_{0}$ rows of $f_{2}(x), \alpha_{2}(x)$ respectively and $f_{2}^{s_{0}+i}(x), \alpha_{2}^{s_{0}+i}(x)$ being the first $\left(s_{0}+i\right)$ th rows of $f_{2}(x), \alpha_{2}(x)$ respectively. Then the algebraic equation (2) becomes

$$
\begin{align*}
0= & a_{0}(x)+b_{0}(x) z+c_{0}(x) u+d_{0}(x) \theta  \tag{9}\\
0= & \phi^{i}(x)+w^{i}(x) \theta+S^{i}(x)\left[a_{0}(x)\right.  \tag{10}\\
& \left.+b_{0}(x) z+c_{0}(x) u+d_{0}(x) \theta\right]
\end{align*}
$$

for $i=1,2, \cdots, p$.
Substituting (9) into (10) leads to

$$
\begin{equation*}
0=\phi^{i}(x)+w^{i}(x) \theta \tag{11}
\end{equation*}
$$

Considering that the hidden constraints on $x$ is independent of $\theta$, we have $w^{i}(x) \equiv 0$ for $i=1,2, \cdots, p$. So the hidden constraint (11) becomes

$$
\begin{equation*}
0=\phi^{i}(x) \tag{12}
\end{equation*}
$$

Step 1. Assign $\phi(x):=\phi^{1}(x)$ and carry out Algorithm 1 to calculate its generalized characteristic number under the constraint (9). Then $r^{1}, \phi_{0}^{1}(x), \phi_{1}^{1}(x), \cdots, \phi_{r^{1}-1}^{1}(x), w_{1}^{1}(x)$, $\cdots, w_{r^{1}-1}^{1}(x)$ and $e_{0}^{1}(x), e_{1}^{1}(x), \cdots, e_{r^{1}-2}^{1}(x)$ are produced. Now define $a_{1}(x)=L_{f_{1}} \phi_{r^{1}-1}^{1}(x), b_{1}(x)=L_{p_{1}} \phi_{r^{1}-1}^{1}(x)$, $c_{1}(x)=L_{g_{1}} \phi_{r^{1}-1}^{1}(x)$ and $d_{1}(x)=L_{\alpha_{1}} \phi_{r^{1}-1}^{1}(x)$.

Differentiating $\phi_{i}^{1}(x)$ with respect to time leads to for $i=$ $0,1, \cdots, \ldots, r^{1}-2$

$$
\begin{align*}
\frac{d \phi_{i}^{1}(x)}{d t}= & \phi_{i+1}^{1}(x)+w_{i+1}^{1}(x) \theta+e_{i}^{1}(x)\left[a_{0}(x)\right.  \tag{13}\\
& \left.+b_{0}(x) z+c_{0}(x) u+d_{0}(x) \theta\right]
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d \phi_{r^{1}-1}^{1}(x)}{d t}=a_{1}(x)+b_{1}(x) z+c_{1}(x) u+d_{1}(x) \theta \tag{14}
\end{equation*}
$$

It follows from (12) that $\frac{d \phi_{0}^{1}(x)}{d t}=0$, from which, together with (13), we obtain the hidden constraint $0=\phi_{1}^{1}(x)+$ $w_{1}^{1}(x) \theta$.

Considering that the hidden constraints on $x$ is independent of $\theta$, we have $w_{1}^{1}(x)=0$ and the new hidden constraint is $0=\phi_{1}^{1}(x)$. By the same token, it can be derived that $w_{i}^{1}(x) \equiv 0$ and

$$
\begin{equation*}
\phi_{i}^{1}(x)=0 \tag{15}
\end{equation*}
$$

for $i=1,2, \cdots, r^{1}-1$. It follows from (15) with $i=r^{1}-1$ and (14) that

$$
\begin{equation*}
0=a_{1}(x)+b_{1}(x) z+c_{1}(x) u+d_{1}(x) \theta \tag{16}
\end{equation*}
$$

Combining (9) and (16) yields the following algebraic equation

$$
\begin{equation*}
0=a^{1}(x)+b^{1}(x) z+c^{1}(x) u+d^{1}(x) \theta \tag{17}
\end{equation*}
$$

where $a^{1}(x)=\left[\begin{array}{l}a_{0}(x) \\ a_{1}(x)\end{array}\right], b^{1}(x)=\left[\begin{array}{c}b_{0}(x) \\ b_{1}(x)\end{array}\right], c^{1}(x)=$ $\left[\begin{array}{l}c_{0}(x) \\ c_{1}(x)\end{array}\right], d^{1}(x)=\left[\begin{array}{l}d_{0}(x) \\ d_{1}(x)\end{array}\right]$.
If the matrix $\left[\begin{array}{cc}b^{1}(x) & c^{1}(c)\end{array}\right]$ has a full row rank $s_{0}+1$, then set $k=2$ and go to next step. Otherwise, terminate the algorithm.

Step $k$. Suppose the algebraic equation produced at Step $k-1$ is given by

$$
\begin{equation*}
0=a^{k-1}(x)+b^{k-1}(x) z+c^{k-1}(x) u+d^{k-1}(x) \theta \tag{18}
\end{equation*}
$$

Assign $\phi(x):=\phi^{k}(x)$ and carry out Algorithm 1 to calculate its generalized characteristic number under the constraint (18). Then $r^{k}, \phi_{0}^{k}(x), \phi_{1}^{k}(x), \cdots, \phi_{r^{k}-1}^{k}(x), w_{1}^{k}(x)$, $\cdots, w_{r^{k}-1}^{k}(x)$ and $e_{0}^{k}(x), e_{1}^{k}(x), \cdots, e_{r^{k}-2}^{k}(x)$ are produced. Now define $a_{k}(x)=L_{f_{1}} \phi_{r^{k}-1}^{k}(x), b_{k}(x)=L_{p_{1}} \phi_{r^{k}-1}^{k}(x)$, $c_{k}(x)=L_{g_{1}} \phi_{r^{k}-1}^{k}(x)$ and $d_{k}(x)=L_{\alpha_{1}} \phi_{r^{k}-1}^{k}(x)$.

Differentiating $\phi_{i}^{k}(x)$ with respect to time produces

$$
\begin{align*}
\frac{d \phi_{i}^{k}(x)}{d t}= & \phi_{i+1}^{k}(x)+w_{i+1}^{k}(x) \theta+e_{i}^{k}(x)\left[a^{k-1}(x)( \right.  \tag{19}\\
& \left.+b^{k-1}(x) z+c^{k-1}(x) u+d^{k-1}(x) \theta\right]
\end{align*}
$$

for $i=0,1, \cdots, \ldots, r^{k}-2$ and

$$
\begin{equation*}
\frac{d \phi_{r^{k}-1}^{k}(x)}{d t}=a_{k}(x)+b_{k}(x) z+c_{k}(x) u+d_{k}(x) \theta \tag{20}
\end{equation*}
$$

It follows from (12) that $\frac{d \phi_{0}^{k}(x)}{d t}=0$, from which, together with (19), we obtain the hidden constraint $0=\phi_{1}^{k}(x)+$ $w_{1}^{k}(x) \theta$. Considering that the hidden constraints on $x$ is independent of $\theta$, we have $w_{1}^{k}(x)=0$ and the new hidden constraint is $0=\phi_{1}^{k}(x)$. By the same token, it can be derived that $w_{i}^{k}(x) \equiv 0$ and

$$
\begin{equation*}
\phi_{i}^{k}(x)=0 \tag{21}
\end{equation*}
$$

for $i=1,2, \cdots, r^{k}-1$. It follows from (21) with $i=r^{k}-1$ and (20) that

$$
\begin{equation*}
0=a_{k}(x)+b_{k}(x) z+c_{k}(x) u+d_{k}(x) \theta \tag{22}
\end{equation*}
$$

Combining (18) and (22) yields the following algebraic equation

$$
\begin{equation*}
0=a^{k}(x)+b^{k}(x) z+c^{k}(x) u+d^{k}(x) \theta \tag{23}
\end{equation*}
$$

where $a^{k}(x)=\left[\begin{array}{l}a^{k-1}(x) \\ a_{k}(x)\end{array}\right], b^{k}(x)=\left[\begin{array}{l}b^{k-1}(x) \\ b_{k}(x)\end{array}\right]$, $c^{k}(x)=\left[\begin{array}{l}c^{k-1}(x) \\ c_{k}(x)\end{array}\right], d^{k}(x)=\left[\begin{array}{l}d^{k-1}(x) \\ d_{k}(x)\end{array}\right]$.
If the matrix $\left[\begin{array}{cc}b^{k}(x) & c^{k}(c)\end{array}\right]$ has a full row rank $s_{0}+k$, then set $k=k+1$ and go to next step. Otherwise, terminate the algorithm.

Algorithm 2 is said to be feasible if it terminates at Step $k=p$ and the matrix $\left[b^{p}(x) c^{p}(c)\right]$ has a full row rank $s=s_{0}+p$. It follows from Algorithm 2 that in order for solutions to the DAE system (1)-(2) to be impulse-free, the initial condition $x(0)$ must satisfy $x(0) \in M$ with

$$
M=\left\{x \in R^{n} \mid \phi_{0}^{i}(x)=0, \phi_{j}^{i}(x)=0, \text { and } w_{j}^{i}=0\right.
$$

for $\left.j=1,2, \cdots, r^{i-1}, i=1,2, \cdots, p\right\}$
If Algorithm 2 is feasible, the DAE system (1)-(2) is equivalent to the following DAE system

$$
\begin{gather*}
\dot{x}=f_{1}(x)+p_{1}(x) z+g_{1}(x) u+\alpha_{1}(x) \theta  \tag{24}\\
0=a(x)+b(x) z+c(x) u+d(x) \theta \tag{25}
\end{gather*}
$$

where $x \in M$ and $\left[\begin{array}{cc}b(x) & c(x)\end{array}\right]$ has a full row rank $s$.
With the assumption that Algorithms 1 and 2 are feasible, the DAE system (24)-(25) can be changed to lower triangular form by a feedback controller $u=\gamma(x) z+v$ and the following algorithm.

## Algorithm 3: Standardization

Algorithm 3 is applied to transform DAE systems into equivalent ODE systems. Algorithm 1 is used repetitively in Algorithm 3.

Step 1. Set $\psi^{1}(x):=h^{1}(x)$ and calculate the generalized characteristic number $q^{1}$ of $\psi^{1}(x)$ under the constraint (25). Then $q^{1}, \psi_{0}^{1}(x), \psi_{1}^{1}(x), \cdots, \psi_{q^{1}-1}^{1}(x), \varphi_{1}^{1}(x), \cdots, \varphi_{q^{1}-1}^{1}(x)$ and $E_{0}^{1}(x), E_{1}^{1}(x), \cdots, E_{q^{1}-2}^{1}(x)$ are produced. Now define $A_{1}(x)=L_{f_{1}} \psi_{q^{1}-1}^{1}(x), B_{1}(x)=L_{p_{1}} \psi_{q^{1}-1}^{1}(x), C_{1}(x)=$ $L_{g_{1}} \psi_{q^{1}-1}^{1}(x)$ and $D_{1}(x)=L_{\alpha_{1}} \phi_{q^{1}-1}^{1}(x)$.

Differentiating $\psi_{i}^{1}(x)$ with respect to time yields

$$
\begin{align*}
\frac{d \psi_{i}^{1}(x)}{d t}= & \psi_{i+1}^{1}(x)+\varphi_{i+1}^{1}(x) \theta+E_{i}^{1}(x)[a(x)  \tag{26}\\
& +b(x) z+c(x) u+d(x) \theta]
\end{align*}
$$

for $i=0,1, \cdots, \ldots, q^{1}-2$ and

$$
\begin{equation*}
\frac{d \psi_{q^{1}-1}^{1}(x)}{d t}=A_{1}(x)+B_{1}(x) z+C_{1}(x) u+D_{1}(x) \theta \tag{27}
\end{equation*}
$$

Step $k$. Set $\psi^{k}(x):=h^{k}(x)$ and calculate the generalized characteristic number $q^{k}$ of $\psi^{k}(x)$ under the constraint (25). Then $q^{k}, \psi_{0}^{k}(x), \psi_{1}^{k}(x), \cdots, \psi_{q^{k}-1}^{k}(x), \varphi_{1}^{k}(x), \cdots, \varphi_{q^{k}-1}^{k}(x)$ and $E_{0}^{k}(x), E_{1}^{k}(x), \cdots, E_{q^{k}-2}^{k}(x)$ are produced. Now define $A_{k}(x)=L_{f_{1}} \psi_{q^{k}-1}^{1}(x), B_{k}(x)=L_{p_{1}} \psi_{q^{k}-1}^{1}(x), C_{1}(x)=$ $L_{g_{1}} \psi_{q^{k}-1}^{1}(x)$ and $D_{1}(x)=L_{\alpha_{1}} \phi_{q^{k}-1}^{1}(x)$.

Differentiating $\psi_{i}^{k}(x)$ with respect to time leads to for $i=0,1, \cdots, \ldots, q^{k}-2$

$$
\begin{align*}
\frac{d \psi_{i}^{k}(x)}{d t}= & \psi_{i+1}^{k}(x)+\varphi_{i+1}^{k}(x) \theta+E_{i}^{k}(x)[a(x)  \tag{28}\\
& +b(x) z+c(x) u+d(x) \theta]
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d \psi_{q^{k}-1}^{k}(x)}{d t}=A_{k}(x)+B_{k}(x) z+C_{k}(x) u+D_{k}(x) \theta \tag{29}
\end{equation*}
$$

Algorithm 3 terminates at Step $k=m$. Now the following assumptions are made.

Assumption 1: The matrix

$$
\left[\begin{array}{ll}
b(x) & c(x) \\
B_{1}(x) & C_{1}(x) \\
\vdots & \vdots \\
B_{m}(x) & C_{m}(x)
\end{array}\right]
$$

is non-
singular in $U$.
Assumption 2: $n=r+q$ with $r=r^{0}+r^{1}+\cdots+r^{p}$ and $q=q^{0}+q^{1}+\cdots+q^{m}$.

The functions $\phi_{j}^{i}(x)$ for $j=0,1, \cdots, \ldots, r^{i}-1$ and $i=0$, $1, \cdots, \ldots, p$, and $\psi_{j}^{i}(x)$ for $j=0,1, \cdots, \ldots, q^{i}-1$ and $i=0,1, \cdots, \ldots, m$, form a set of new coordinates, which is guaranteed by Lemma 1, for proof, see [16].

Lemma 1: Suppose that the algorithms 1-3 are feasible and Assumption 1 is satisfied. Then, the vectors

$$
\begin{aligned}
& d \phi_{0}^{1}(x), d \phi_{1}^{1}(x), \cdots, d \phi_{r^{1}-1}^{1}(x) \\
& \vdots \\
& d \phi_{0}^{p}(x), d \phi_{1}^{p}(x), \cdots, d \phi_{r^{p}-1}^{p}(x) \\
& d \psi_{0}^{1}(x), d \psi_{1}^{1}(x), \cdots, d \psi_{q^{1}-1}^{1}(x) \\
& \vdots \\
& d \psi_{0}^{m}(x), d \psi_{1}^{m}(x), \cdots, d \psi_{q m-1}^{m}(x)
\end{aligned}
$$

are linearly independent in $U$.
Remark 2: Assumption 2 is introduced to avoid the appearance of zero dynamics. It is needed to point out that, as a matter of fact, similar conclusions can also be obtained for the case $r+q<n$ if the appearing zero dynamics is asymptotically stable in $U$.

With Assumption 2, it follows from Lemma 1 that the function $\Phi(x)=\left[\begin{array}{l}\phi(x) \\ \psi(x)\end{array}\right]$ constitutes a change of coordinates, where $\phi(x)=\left[\begin{array}{llll}\phi^{1}(x)^{T} & \phi^{2}(x)^{T} & \cdots & \phi^{p}(x)^{T}\end{array}\right]^{T}$ and $\psi(x)=\left[\begin{array}{llll}\psi^{1}(x)^{T} & \psi^{2}(x)^{T} & \cdots & \psi^{m}(x)^{T}\end{array}\right]^{T}$ with $\phi^{i}(x)=\left[\begin{array}{lll}\phi_{0}^{i}(x) & \cdots & \phi_{r^{i}-1}^{i}(x)\end{array}\right]^{T}$ for $i=1, \cdots, p$ and $\psi^{j}(x)=\left[\begin{array}{lll}\psi_{0}^{j}(x) & \cdots & \psi_{q^{j}-1}^{j}(x)\end{array}\right]^{T}$ for $j=1, \cdots, m$.

Set $\varepsilon_{i}^{k}=\phi_{i}^{k}(x)$ for $i=0,1, \cdots, r^{k}-1, k=1, \cdots, p$ and $\xi_{i}^{k}=\psi_{i}^{k}(x)$ for $i=0,1, \cdots, q^{k}-1, k=1, \cdots, m$. Let $\varepsilon=\left[\begin{array}{lllllll}\varepsilon_{0}^{1} & \cdots & \varepsilon_{r^{1}-1}^{1} & \cdots & \varepsilon_{0}^{p} & \cdots & \varepsilon_{r^{p}-1}^{p}\end{array}\right]^{T}$ and $\xi=\left[\begin{array}{lllllll}\xi_{0}^{1} & \cdots & \xi_{q^{1}-1}^{1} & \cdots & \xi_{0}^{m} & \cdots & \xi_{q^{m}-1}^{m}\end{array}\right]^{T}$.

By differentiating $\varepsilon_{i}^{k}$ and $\xi_{i}^{k}$ with respect to time, in the new coordinates the DAE system (1)-(3) can be expressed
as follows

$$
\begin{align*}
& \varepsilon=0  \tag{30}\\
& y^{i}=\xi_{0}^{i} \\
& \dot{\xi}_{0}^{i}=\xi_{1}^{i}+\varphi_{1}^{i}(x) \theta \\
& \vdots  \tag{31}\\
& \dot{\xi}_{q^{i}-2}^{i}=\xi_{q^{i}-1}^{i}+\varphi_{q^{i}-1}^{i}(x) \theta \\
& \dot{\xi}_{q^{i}-1}^{i}=A_{i}(x)+B_{i}(x) z+C_{i}(x) u+D_{i}(x) \theta
\end{align*}
$$

where $i=1, \cdots, m$.
In order to apply the adaptive backstepping technique, the following assumption is needed to transform the system (30) into lower triangular form.

Assumption 3: The matrix $W$ in (45) has a constant row rank $r+\sum_{j=1}^{k-1} q^{j}+i+1$ for $i=0,1, \cdots, q^{k}-1$ and $k=1$, $\cdots, m$.
Lemma 2: Suppose that Algorithm 1-3 are feasible and Assumption 1-3 are satisfied. Then, in $\xi$ coordinates, the system (30)-(31) takes the form of

$$
\begin{align*}
& \varepsilon=0  \tag{32}\\
& y^{i}=\xi_{0}^{i} \\
& \dot{\xi}_{0}^{i}=\xi_{1}^{i}+\varphi_{1}^{i}\left(\varepsilon, \xi_{0}^{i}\right) \theta \\
& \vdots  \tag{33}\\
& \dot{\xi}_{q^{i}-2}^{i}=\xi_{q^{i}-1}^{i}+\varphi_{q^{i}-1}^{i}\left(\varepsilon, \xi_{0}^{i}, \xi_{1}^{i}, \cdots, \xi_{q^{i}-2}^{i}\right) \theta \\
& \dot{\xi}_{q^{i}-1}^{i}=A_{i}(x)+B_{i}(x) z+C_{i}(x) u+D_{i}(x) \theta
\end{align*}
$$

where $i=1, \cdots, m$.
The proof is given in Appendix.
Theorem 1: Consider the system (1)-(3). Suppose that Algorithm 1-3 are feasible and Assumption 1-3 are satisfied. There exist a feedback controller $u=\gamma(x) z+\alpha(x, \widehat{\theta})$ and an estimator $\dot{\hat{\theta}}=\widehat{\theta}(x, \widehat{\theta})$ such that the corresponding closedloop system is asymptotically stable in a neighborhood $U$ of the origin.

A constructive proof is given in Section III.

## III. Design of Adaptive Feedback Controller

We know that the matrix $[b(x) c(x)]$ is of full row rank from Algorithm 2, hence there exists a smooth matrixvalued function $\gamma(x)$ such that $b(x)+c(x) \gamma(x)$ is nonsingular. By introducing a feedback $u=\gamma(x) z+v$, the algebraic equation (25) admits $a(x)+[b(x)+c(x) \gamma(x)] z+$ $c(x) v+d(x) \theta=0$ and solving it gives $z=-[b(x)+$ $c(x) \gamma(x)]^{-1}[a(x)+c(x) v+d(x) \theta]$. As a result, $u$ can be expressed as

$$
\begin{equation*}
u=-\gamma(x)[b(x)+c(x) \gamma(x)]^{-1}[a(x)+c(x) v+d(x) \theta]+v \tag{34}
\end{equation*}
$$

Substituting $u$ and $z$ leads to

$$
\begin{align*}
& \varepsilon=0  \tag{35}\\
& y^{i}=\xi_{0}^{i} \\
& \dot{\xi}_{0}^{i}=\xi_{1}^{i}+\varphi_{1}^{i}\left(0, \xi_{0}^{i}\right) \theta \\
& \vdots  \tag{36}\\
& \dot{\xi}_{q^{i}-2}^{i}=\xi_{q^{i}-1}^{i}+\varphi_{q^{i}-1}^{i}\left(0, \xi_{0}^{i}, \xi_{1}^{i}, \cdots, \xi_{q^{i}-2}^{i}\right) \theta \\
& \dot{\xi}_{q^{i}-1}^{i}=V_{i}+\varphi_{q^{i}}^{i}\left(0, \xi^{1}, \cdots, \xi^{m-1}, \xi^{m}\right) \theta
\end{align*}
$$

where $\hat{V}_{i}=A_{i}-\left[B_{i}+C_{i} \gamma(x)\right][b(x)+c(x) \gamma(x)]^{-1} a(x)+$ $\left\{C_{i}-\left[B_{k}+C_{i} \gamma(x)\right][b(x)+c(x) \gamma(x)]^{-1} c(x)\right\} v$ and $\varphi_{q^{i}}^{i}(x)=$ $\left[B_{i}+C_{i} \gamma(x)\right][b(x)+c(x) \gamma(x)]^{-1} d(x)+D_{i}$, for $i=1, \cdots$, $m$.

By applying adaptive backstepping technique to design an adaptive controller, the system (35)-(36) is guaranteed to be globally asymptotically stable for any unknown parameters. The design procedure is routine and can be found in [8].

Suppose the designed feedback controller

$$
\begin{equation*}
\hat{V}_{i}=\hat{V}_{q^{i}}^{i}\left(\xi^{1}, \xi^{2}, \cdots, \xi^{m}, \widehat{\theta}\right) \tag{37}
\end{equation*}
$$

and the parameter estimator

$$
\begin{equation*}
\dot{\hat{\theta}}=\widehat{\theta}\left(\xi^{1}, \xi^{2}, \cdots, \xi^{m}\right) \tag{38}
\end{equation*}
$$

guarantee the asymptotic stability of the closed-loop system in a neighborhood $U$ of the origin. With the controller (37) and the parameter estimator (38) in $\xi$ coordinates, we will express them in the original $x$ coordinates. For convenience, let $\hat{A}(x)=\left[\begin{array}{lll}\hat{A}_{1}^{T} & \cdots & \hat{A}_{m}^{T}\end{array}\right]^{T}$ with $\hat{A}_{k}(x)=$ $A_{k}-\left[B_{k}+C_{k} \gamma(x)\right][b(x)+c(x) \gamma(x)]^{-1} a(x), \hat{C}(x)=$ $\left[\begin{array}{ccc}\hat{C}_{1}^{T} & \cdots & \hat{C}_{m}^{T}\end{array}\right]^{T}$ with $\hat{C}_{k}=C_{k}-\left[B_{k}+C_{k} \gamma(x)\right][b(x)+$ $c(x) \gamma(x)]^{-1} c(x), \hat{V}=\left[\begin{array}{lll}\hat{V}_{1}^{T} & \cdots & \hat{V}_{m}^{T}\end{array}\right]^{T}$ for $k=1, \cdots$, $m$. Hence, the controller $u$ in the original coordinates is uniquely determined as

$$
\begin{equation*}
u=\gamma(x) z+\hat{C}^{-1}(x)[\hat{V}-\hat{A}(x)] \tag{39}
\end{equation*}
$$

With the following equation and Assumption 2, $\hat{C}(x)$ in (39) is guaranteed to be invertible since $b(x)+c(x) \gamma(x)$ is nonsingular.

$$
\begin{aligned}
& {\left[\begin{array}{ll}
b(x)+c(x) \gamma(x) & 0 \\
B_{1}(x)+C_{1}(x) \gamma(x) & \hat{C}_{1} \\
\vdots & \vdots \\
B_{m}(x)+C_{m}(x) \gamma(x) & \hat{C}_{m}
\end{array}\right]=} \\
& {\left[\begin{array}{ll}
b(x) & c(x) \\
B_{1}(x) & C_{1}(x) \\
\vdots & \vdots \\
B_{m}(x) & C_{m}(x)
\end{array}\right]\left[\begin{array}{ll}
I & 0 \\
\gamma(x) & I
\end{array}\right]\left[\begin{array}{ll}
I & R \\
0 & I
\end{array}\right]}
\end{aligned}
$$

with $R=-[b(x)+c(x) \gamma(x)]^{-1} c(x)$.

## IV. Example

A constrained robotic system will be studied as an example to illustrate the developed method in this section. Consider a constrained two-link robotic manipulator with two flexible joints [20] and suppose that the end-effector is in contact with a straight line constraint. Its dynamic model is expressed as

$$
\begin{align*}
M(q) \ddot{q}+\beta(q, \dot{q})+g(q)+K q-K \theta & =b(q) \lambda  \tag{40}\\
R \ddot{\theta}+D \dot{\theta}-K q+K \theta & =u  \tag{41}\\
\phi(q) & =0 \tag{42}
\end{align*}
$$

where $q=\left(q_{1}, q_{2}\right)^{T}$ contains the link angles, $\theta=\left(\theta_{1}, \theta_{2}\right)^{T}$ the rotor angles, and $u=\left(u_{1}, u_{2}\right)^{T}$ the two inputs to the joint motors. $R, K$ and $D$ are the inertia matrix of joint motors,
the matrix of spring stiffness and the joint friction coefficient matrix respectively, with the value $R=\operatorname{diag}(1,1), K=$ $\operatorname{diag}(100,100)$ and $D=\operatorname{diag}(d, d)$.

The inertia matrix is $M(q)=\left[\begin{array}{ll}M_{11} & M_{12} \\ M_{21} & M_{22}\end{array}\right]$ where $M_{11}=\left(l_{2}\right)^{2} m_{2}+2 l_{1} l_{2} m_{2} \cos \left(q_{2}\right)+\left(l_{1}\right)^{2}\left(m_{1}+m_{2}\right)$, $M_{12}=M_{21}=\left(l_{2}\right)^{2} m_{2}+l_{1} l_{2} m_{2} \cos \left(q_{2}\right), M_{22}=\left(l_{2}\right)^{2} m_{2}$. The Coriolis, centrifugal and gravity terms are combined as $\beta(q, \dot{q})+g(q)=\left[\begin{array}{ll}\beta_{1} & \beta_{2}\end{array}\right]^{T}$ with $\beta_{1}=-m_{2} l_{1} l_{2} \dot{q}_{2}\left(2 \dot{q}_{1}+\right.$ $\left.\dot{q}_{2}\right) \sin \left(q_{2}\right)+g m_{2} l_{2} \cos \left(q_{1}+q_{2}\right)+g l_{1}\left(m_{1}+m_{2}\right) \cos \left(q_{1}\right)$, $\beta_{2}=m_{2} l_{1} l_{2}\left(\dot{q}_{1}\right)^{2} \sin \left(q_{2}\right)+g m_{2} l_{2} \cos \left(q_{1}+q_{2}\right)$, where the parameter values are $l_{1}=l_{2}=0.3 \mathrm{~m}, \quad m_{1}=m_{2}=1 \mathrm{~kg}$, and $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$.
Its Jacobian matrix is given by $b(q)=\left[\begin{array}{ll}b_{1} & b_{2}\end{array}\right]^{T}$ with $b_{1}=l_{1}\left(\cos \left(q_{1}\right)+A \sin \left(q_{1}\right)\right)+l_{2}\left(\cos \left(q_{1}+q_{2}\right)+A \sin \left(q_{1}+q_{2}\right)\right.$ and $b_{2}=l_{2}\left(\cos \left(q_{1}+q_{2}\right)+A \sin \left(q_{1}+q_{2}\right)\right.$.

The constraint is assumed to be a straight line described as $\phi(q)=y-A x-B$ with $A=-1, B=0.28$ and can be rewritten as $\phi(q)=l_{1}\left(\sin \left(q_{1}\right)-A \cos \left(q_{1}\right)\right)+l_{2}\left(\sin \left(q_{1}+\right.\right.$ $\left.\left.q_{2}\right)-A \cos \left(q_{1}+q_{2}\right)\right)-B=0$.

Let $x_{1}=q_{1}, x_{2}=q_{2}, x_{3}=\dot{q}_{1}, x_{4}=\dot{q}_{1}, x_{5}=\theta_{1}, x_{6}=$ $\theta_{2}, x_{7}=\dot{\theta}_{1}, x_{8}=\dot{\theta}_{2}$ and $z=\lambda$. The system (40)- (42) can be written as

$$
\begin{aligned}
\dot{x}_{1} & =x_{3} \\
\dot{x}_{2} & =x_{4} \\
{\left[\begin{array}{ll}
\dot{x}_{3} & \dot{x}_{4}
\end{array}\right]^{T} } & =M^{-1}(\cdot) N(\cdot)+M^{-1}(\cdot) b(\cdot) z \\
\dot{x}_{5} & =x_{7} \\
\dot{x}_{6} & =x_{8} \\
\dot{x}_{7} & =u_{1}+100 x_{1}-100 x_{5}-d x_{7} \\
\dot{x}_{8} & =u_{2}+100 x_{2}-100 x_{6}-d x_{8} \\
0 & =\phi\left(x_{1}, x_{2}\right)
\end{aligned}
$$

where $N(\cdot)=-\beta\left(x_{1}, x_{2}, x_{3}, x_{4}\right)-g\left(x_{1}, x_{2}\right)-$ $100\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}+100\left[\begin{array}{ll}x_{5} & x_{6}\end{array}\right]^{T}$.

Performing Algorithm 2 on $0=\phi\left(x_{1}, x_{2}\right)$ gives $r^{1}=$ $2, \phi_{0}\left(x_{1}, x_{2}\right)=l_{1}\left(\sin \left(q_{1}\right)-A \cos \left(q_{1}\right)\right)+l_{2}\left(\sin \left(q_{1}+\right.\right.$ $\left.\left.q_{2}\right)-A \cos \left(q_{1}+q_{2}\right)\right)-B, \phi_{1}\left(x_{1}, x_{2}\right)=l_{1}\left(x_{3} \cos \left(x_{1}\right)+\right.$ $\left.A x_{3} \sin \left(x_{1}\right)\right)+l_{2}\left(\left(x_{3}+x_{4}\right) \cos \left(x_{1}+x_{2}\right)+A\left(x_{3}+\right.\right.$ $\left.\left.x_{4}\right) \sin \left(x_{1}+x_{2}\right)\right), a(x)=\Phi_{1}+\Phi_{2} M^{-1}(\cdot) N(\cdot), b(x)=$ $\Phi_{2} M^{-1}(\cdot) b\left(x_{1}, x_{2}\right), c=0$, and $d=0$ where $\Phi_{1}=$ $-l_{1}\left(x_{3}\right)^{2} \sin \left(x_{1}\right)+A l_{1}\left(x_{3}\right)^{2} \cos \left(x_{1}\right)-l_{2}\left(x_{3}+x_{4}\right)^{2} \sin \left(x_{1}+\right.$ $\left.x_{2}\right)+A l_{2}\left(x_{3}+x_{4}\right)^{2} \cos \left(x_{1}+x_{2}\right)$ and $\Phi_{2}=\left[\Phi_{21}, \Phi_{22}\right]$ with $\Phi_{21}=l_{1} \cos \left(x_{1}\right)+A l_{2} \sin \left(x_{1}\right)+l_{2} \cos \left(x_{1}+x_{2}\right)+$ $A l_{2} \sin \left(x_{1}+x_{2}\right)$ and $\Phi_{22}=l_{2} \cos \left(x_{1}+x_{2}\right)+A l_{2} \sin \left(x_{1}+\right.$ $x_{2}$ ).

Solving algebraic equations $0=\phi_{0}\left(x_{1}, x_{2}\right)$ and $0=$ $\phi_{1}\left(x_{1}, x_{2}\right)$ for $x_{1}$ and $x_{3}$ gives $x_{1}=P\left(x_{2}\right)$ and $x_{3}=$ $Q\left(x_{1}, x_{2}, x_{4}\right)$ where

$$
\begin{aligned}
P(\cdot)= & \arcsin \left(\frac{a^{\prime} B-b^{\prime} \sqrt{\left(a^{\prime}\right)^{2}+\left(b^{\prime}\right)^{2}-B^{2}}}{\left(\left(a^{\prime}\right)^{2}+\left(b^{\prime}\right)^{2}\right)}\right) \\
Q(\cdot)= & -x_{4}\left(l_{2} \cos \left(x_{1}+x_{2}\right)+A l_{2} \sin \left(x_{1}+x_{2}\right)\right) / \\
& \left(l_{1} \cos \left(x_{1}\right)+A l_{1} \sin \left(x_{1}\right)+l_{2} \cos \left(x_{1}+x_{2}\right)\right. \\
& \left.+A l_{2} \sin \left(x_{1}+x_{2}\right)\right)
\end{aligned}
$$

$$
\left.\begin{array}{rl}
W & =\left[\begin{array}{lllllllll}
\frac{\partial \phi(x)}{\partial x} & \frac{\partial \psi_{0}^{1}(x)}{\partial x} & \ldots & \frac{\partial \psi_{q^{1}-1}^{1}(x)}{\partial x} & \ldots & \frac{\partial \psi_{0}^{k}(x)}{\partial x} & \ldots & \frac{\partial \psi_{i}^{k}(x)}{\partial x} & \frac{\partial \varphi_{i}^{k}(x)}{\partial x}
\end{array}\right]^{T} \\
U & =\left[\begin{array}{llllllll}
\frac{\partial \phi(x)}{\partial \varepsilon} & \frac{\partial \psi_{0}^{1}(x)}{\partial \varepsilon} & \ldots & \frac{\partial \psi_{q^{1}-1}^{1}(x)}{\partial \varepsilon} & \ldots & \frac{\partial \psi_{0}^{k}(x)}{\partial \varepsilon} & \ldots & \frac{\partial \psi_{i}^{k}(x)}{\partial \varepsilon} \\
\frac{\partial \varphi_{i}^{k}(x)}{\partial \varepsilon} \\
\frac{\partial \phi(x)}{\partial \xi} & \frac{\partial \psi_{0}^{1}(x)}{\partial \xi} & \ldots & \frac{\partial \psi_{q^{1}-1}^{1}(x)}{\partial \xi} & \ldots & \frac{\partial \psi_{0}^{k}(x)}{\partial \xi} & \ldots & \frac{\partial \psi_{i}^{k}(x)}{\partial \xi}
\end{array}\right.  \tag{46}\\
\frac{\partial \varphi_{i}^{k}(x)}{\partial \xi}
\end{array}\right]^{T}, ~ \$
$$

with $a^{\prime}=l_{1}+l_{2} \cos \left(x_{2}\right)+A l_{2} \sin \left(x_{2}\right)$ and $b^{\prime}=-A l_{1}+$ $l_{2} \sin \left(x_{2}\right)-A l_{2} \cos \left(x_{2}\right)$. And solving the algebraic equation $0=a(x)+b(x) z$ yields $z=-b^{-1}(x) a(x)$. By substituting $z$, $x_{1}$ and $x_{3}$ into the original system, the standard ODE system (43) is obtained, which is in the lower triangular form.

$$
\begin{align*}
\dot{x}_{2} & =x_{4} \\
\dot{x}_{4} & =\chi_{21}\left(x_{1}, x_{2}\right) x_{5}+\chi_{22}\left(x_{1}, x_{2}\right) x_{6}+\kappa_{2}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
\dot{x}_{5} & =x_{7} \\
\dot{x}_{6} & =x_{8} \\
\dot{x}_{7} & =u_{1}+100 x_{1}-100 x_{5}-d x_{7} \\
\dot{x}_{8} & =u_{2}+100 x_{2}-100 x_{6}-d x_{8} \tag{43}
\end{align*}
$$

where

$$
\begin{aligned}
{\left[\begin{array}{ll}
\chi_{11} & \chi_{12} \\
\chi_{21} & \chi_{22}
\end{array}\right] } & =100 M^{-1}(\cdot)\left[I-b\left(x_{1}, x_{2}\right) P\right] \\
{\left[\begin{array}{ll}
\kappa_{1} & \kappa_{2}
\end{array}\right]^{T} } & =M^{-1}(\cdot)[-\beta(\cdot)-Q]
\end{aligned}
$$

with $P=\left[\Phi_{2}(\cdot) M^{-1}(\cdot) b\left(x_{1}, x_{2}\right)\right]^{-1} \Phi_{2}(\cdot) M^{-1}(\cdot)$ and $Q=$ $g\left(x_{1}, x_{2}\right)-100\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}$.

## V. Conclusion

The adaptive regularization problem has been solved for a class of nonlinear affine DAE systems. Our methodology transforms the original system into one equivalent ODE system with lower triangular form. The designed adaptive feedback controller guarantees the global asymptotic stability if the change of coordinates is defined globally. One example of a constrained robotic system is illustrated for the proposed methodology.
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## APPENDIX

Proof of Lemma 2. By carrying out Algorithms 1-3, the system (1)-(3) is changed to the equivalent system (30)-(31). The matrix $W$ takes the form of

$$
U\left[\begin{array}{cc}
\frac{\partial \varepsilon}{\partial x} & \frac{\partial \xi}{\partial x} \tag{44}
\end{array}\right]^{T}
$$

where $U$ is given in (46) for $i=0,1, \cdots, q^{k}-1$ and $k=$ $1, \cdots, m$. Since the matrix $\left[\begin{array}{ll}\frac{\partial \varepsilon}{\partial x} & \frac{\partial \xi}{\partial x}\end{array}\right]^{T}$ is nonsingular, therefore the rank of the matrix $U$ is the same as that of the matrix $W$ for $i=0,1, \cdots, q^{k}-1$ and $k=1, \cdots, m$. In the matrix $U, \frac{\partial \phi(x)}{\partial \varepsilon}=I, \frac{\partial \dot{\phi}(x)}{\partial \xi}=0$,

$$
\frac{\partial \psi_{i}^{k}(x)}{\partial \xi_{j}^{l}}=\left\{\begin{array}{l}
1, k=l \text { and } i=j \\
0, k \neq l \text { or } i \neq j
\end{array}\right.
$$

Since the rank of the matrix $W$ or $U$ is $r+\sum_{j=1}^{k-1} q^{j}+i+1$, $\frac{\partial \varphi_{i}^{k}(x)}{\partial \xi_{j}^{l}}=0$ for $l>k$ and $i>j$ if $l=k$, which implies that $\varphi_{i}^{k}$ is the function of $\varepsilon, \xi^{1}, \cdots, \xi^{k-1}, \xi_{0}^{k}, \cdots, \xi_{i}^{k}$. Therefore, the system (30)-(31) can be expressed by (32)-(33).
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