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Abstract— In this paper, we address an output synchroniza-
tion problem in the Special Euclidean group of dimension
three (SE(3)) under the situation that rigid-bodies modeled in
SE(3) exchange information along strongly connected graphs.
We develop a velocity control law, which is defined only by
local information i.e. information of neighbors on position
errors and relative orientations. The achievement of the output
synchronization and hence the convergence of all the rigid-
bodies to any prescribed trajectory is proven by using a
property called passivity. Our results are also extended to the
case with delays in communication among rigid-bodies. Finally,
we demonstrate the effectiveness of the present input through
numerical simulations and experiments.

I. INTRODUCTION

Cooperative control is an active area of current re-
search [1], [2] in systems and control community with
numerous practical applications such as sensor networks,
robot networks, coordinate control of satellites and formation
control of aircrafts. The goal in cooperative control problems
is to design a distributed control strategy such that the
aggregate system attains specified tasks, such as consensus,
flocking, coordination or formation control [3], [4], [5], [6].

Among the papers concerning cooperative control, the
most recent and closely related works to this paper are
the passivity-based control of multi-agent systems [7], [8],
[9]. In [7] and [8], output synchronization problems are
studied, where the achievement of output synchronization
is proven by using the sum of storage functions as the
Lyapunov function candidate. As shown in these references,
passivity-based control enables one to handle communication
delays and switching topology within a unified (energy-
based) framework.

In most of the previous works, the agents are assumed
to be point masses. However, in many real systems such as
underwater vehicles, satellites and visual feedback systems,
it is more natural to model the configuration of each agent
as an element of the Special Euclidean group of dimension
three SE(3) := R3 × SO(3).

In this paper, we address the output synchronization prob-
lem in SE(3) based on some techniques developed in [7], [8]
and [10]. We consider a network of n rigid-bodies in SE(3)
whose interconnection is represented by a strongly connected
communication graph. The goal of this paper is to develop a
velocity coordination law that will result in the convergence
of the outputs of the rigid-bodies to any common desirable
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Fig. 1. Rigid Body Motion in SE(3)

trajectory. The present velocity coordination law is based on
a passivity-like property and the positive definite function
presented in [11], and only requires relative positions and
orientations of neighbors defined by the graph. We show that
output synchronization is achieved under some assumptions
using the proposed velocity input. Then, our results are also
extended to the case with time delays in communication. The
novel features of this paper are as follows.

• We consider output synchronization in SE(3). There
exist a few works [12] considering such a problem,
where control laws are presented so that the synchro-
nization, balancing and circular formations in SE(3) of
identical particles are achieved. However, their control
law requires information other than relative orienta-
tions in limited communication. In contrast, this paper
presents a velocity input completely defined by the
relative information even in the limited communication.

• This paper achieves both position and attitude coordi-
nation, whereas [10], [13] investigated only the attitude
coordination in almost the same problem setting.

• The present input can make all the rigid-bodies con-
verge to any time-varying trajectories such as Kuramoto
oscillator unlike most of the previous works on output
synchronization where the convergence to a constant
value is investigated.

• The assumption on the graph of the strong connectivity
is milder than the other works on the energy function
based approaches [7], [8], [10], where the graph is
assumed to be balanced.

This paper is organized as follows. Section II formulates
rigid-body motion in SE(3) and a graph structure under
consideration in this paper. In Section III, we first show
that the rigid-body motion in SE(3) has a passivity-like
property, and introduce an output synchronization problem.
Then, a velocity input is proposed based on the passivity-
like property and achievement of output synchronization is
proven. We also show if there exist communication delays,
output synchronization is still attained. We demonstrate our
results through numerical simulations and experiments in
Section IV. Conclusions are finally drawn in Section V.
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II. SYSTEM DESCRIPTION

Throughout this paper, we consider the motion of a group
of n rigid bodies in 3-dimensional space (see Figure 1). Let
Σw be an inertial coordinate frame and Σi, i ∈ {1, · · · , n}
a body-fixed coordinate frame whose origin is located at the
center of mass of body i. Assume that all the coordinate
frames are right-handed and Cartesian. We denote by pi ∈
R3 the position of the rigid body i ∈ {1, · · · , n} in a fixed
inertial coordinate frame Σw. We will use eξ̂iθi ∈ R3×3

to represent the rotation matrix of a body-fixed frame Σi

relative to an inertial coordinate frame Σw. Here, ξi ∈
R3, ξT

i ξi = 1 and θi ∈ R specify the direction of rotation
and the angle of rotation, respectively. The notation ‘∧’
(wedge) is the skew-symmetric operator from R3 to the
space of 3 × 3 skew-symmetric matrices, namely⎡

⎣ξ1ξ2
ξ3

⎤
⎦
∧

=

⎡
⎣ 0 −ξ3 ξ2
ξ3 0 −ξ1
−ξ2 ξ1 0

⎤
⎦ .

The notation ‘∨’ (vee) denotes the inverse operator to ‘∧’.
The transformation eξ̂iθi is orthogonal with unit determinant
i.e. an element of the Special Orthogonal group SO(3). A
configuration consists of the pair (pi, e

ξ̂iθi) and hence the
configuration space of the rigid-body motion is the Special
Euclidean group SE(3), which is the product space of R3

with SO(3). We use the 4 × 4 matrix

gi =
[
eξ̂iθi pi

0 1

]
, i ∈ {1, · · · , n}

as the homogeneous representation of (pi, e
ξ̂iθi) ∈ SE(3).

Let us now introduce the velocity of each rigid body to
represent the rigid-body motion of the frame Σi relative to
Σw. Define the body velocity V b

i := (vi, ωi) and

V̂ b
i =

[
ω̂i vi

0 0

]
, i ∈ {1, · · · , n},

where vi ∈ R3 and ωi ∈ R3 are the linear and angular
velocities of body i relative to Σi respectively. Then, each
rigid-body motion is represented by the kinematic model

ġi = giV̂
b
i , i ∈ {1, · · · , n}. (1)

The main advantages to using the above homogeneous repre-
sentation are global and geometric descriptions of rigid-body
motion. For more details on the rigid-body motion in SE(3),
refer to [14], [15].

The interconnection of a network of rigid bodies is rep-
resented by a weighted and directed graph G = (V , E ,W)
where V := {1, · · · , n}, E ⊂ V × V and W are the node
set, the edge set and the positive weight set, respectively. The
neighbors of body i are defined as [2] Ni := {j ∈ V | (j, i) ∈
E}. Namely, agent i received information from agent j if
j ∈ Ni. The weights wij > 0 represent the reliability of
each communication link. We moreover define the weighted
graph Laplacian matrix

Lw := [Lwij ] =

⎧⎪⎨
⎪⎩

∑
j∈Ni

wij if j = i,

−wij if j ∈ Ni,

0 if j /∈ Ni,

which plays an important role in this paper.
In this paper, we make the following assumptions.

A1: The information graph among the rigid-bodies is fixed
and strongly connected.

A2: There exists no delay in the information graph.
Though we temporarily assume A2 in the next section, the
problem without this assumption will be examined in Section
III-D.

III. OUTPUT SYNCHRONIZATION IN SE(3)

This section presents a velocity input, and proves that the
input achieves the output synchronization.

A. Passivity-like Property in SE(3)

We first show that the kinematic model (1) possess a
passivity-like property and we use this property to develop
a output feedback law for output synchronization. For this
purpose, we first define the total energy of translation and
rotation

ψ(gi) := ‖J(I4 − gi)‖2
F , J :=

[ 1√
2
I3 0

0 1

]

=
1
2
‖pi‖2 + φ(eξ̂iθi), φ(eξ̂iθi) :=

1
2
tr(I3 − eξ̂iθi)

where In is the n× n identity matrix, ‖ · ‖F represents the
Frobenius matrix norm (‖A‖F = tr(ATA)1/2) and ‖ · ‖ the
Euclidean vector norm. By the definition, ψ(gi) = 0 if and
only if gi = I4.

Lemma 1: The time derivative of ψ(gi) along the trajec-
tories of (1) satisfies

ψ̇(gi) = (V b
i )T Πi, V

b
i =

[
vi

ωi

]
,Πi :=

[
e−ξ̂iθipi

sk(eξ̂iθi)∨

]
,

where sk(eξ̂iθi) is a skew-symmetric part of the matrix eξ̂iθi ,
i.e. sk(eξ̂iθi) := 1

2 (eξ̂iθi − e−ξ̂iθi).
Proof: Immediate from ([11] pp. 42, Lemma 1).

If we now consider the velocity V b
i as an input and the vector

form of the rigid-body motion Πi as an output, Lemma 1 says
that the rigid-body motion in SE(3) (1) is passive from the
input V b

i to the output Πi (This property is called a passivity-
like property throughout this paper) in the sense defined in
[16], since integrating (2) from 0 to T yields∫ T

0

(V b
i )T Πidt = ψ(gi(T )) − ψ(gi(0)) ≥ −ψ(gi(0)).

B. Output Synchronization in SE(3)

Next we define output synchronization as follows.
Definition 1 (Output Synchronization): A group of n rigid

bodies is said to achieve output synchronization, if

lim
t→∞ψ(g−1

i gj) = 0 ∀i, j ∈ {1, · · · , n}. (2)
By the definition of the function ψ, equation (2) implies
the outputs of all the rigid bodies converge to a common
value. From the definition of the output, it means that both
of positions and orientations converge to a common value
(Figure 2).

724



Fig. 2. Output Synchronization in SE(3)

C. Design of Velocity Input
In this paper, we present the velocity input

V b
i =

[
e−ξ̂iθi 0

0 e−ξ̂iθi

][
vd

e−ξ̂dθdωd

]

+Ki

∑
j∈Ni

wij

[
e−ξ̂iθi 0

0 I

][
pj − pi

sk(e−ξ̂iθieξ̂jθj )∨

]
, (3)

where Ki =
[
kpiI 0
0 keiI

]
, kpi > 0 and kei > 0 are gains for

the position error and attitude error respectively. In addition,
ωd is defined by ωd := e−ξ̂dθd ėξ̂dθd . vd and ωd are desired
linear and angular velocity.

The present input (3) consists of two parts (feedforward
and feedback laws). The first term is the feedforward part,
which specifies a desirable behavior after the output synchro-
nization is achieved. Thus, the functions vd and ωd should
be common among all the rigid-bodies. After the output
synchronizes, the velocity input becomes

V b
i =

[
e−ξ̂iθi 0

0 e−ξ̂iθi

][
vd

e−ξ̂dθdωd

]
. (4)

Thus all rigid bodies have the same linear and angular
velocity because output synchronization implies eξ̂iθi =
eξ̂jθj . Furthermore all of rigid bodies can track the common
desired trajectory by designing the vd and ωd appropriately.

Although there are a few exceptions in [17], the con-
vergence to a constant value has been investigated in most
of the previous works on cooperative control. For example,
in [2], the convergence value is determined by the average
or weighted average of agent’s initial states. In the leader
following cases of [3] and [18], the convergence value
is a constant state of the leader. In contrast, the present
input achieves the convergence to any desired velocity. Note
that the problem and approach in this paper are also quite
different from [17], where a consensus algorithm is presented
so that each vehicle reaches consensus on a time varying
reference state.

The second term is the feedback part, which assures the
output synchronization. This term is also divided into the
position and rotation error feedback parts. Our proposed
velocity control scheme is easy to implement, since it de-
pends only on local information received from neighbors.
This means that each agent needs only the relative position
and orientation between its own reference frame and that of
its neighbors.

We next show that the velocity input (3) achieves out-
put synchronization. This is proven based on the fact that
strongly connected graphs have the following properties [19].

Lemma 2: If the graph is strongly connected, there exists
a vector γ satisfying

γTLw = 0 γT = [γ1, · · · , γn], γi > 0 ∀i, (5)

where n is the number of vertices of the graph.
Theorem 1: Suppose that there exist n rigid-bodies rep-

resented by (1). Then, under the assumptions A1 and A2,
the velocity input (3) achieves the output synchronization if
ēξ̂iθi := e−ξ̂dθdeξ̂iθi ∀i are positive definite.

Proof: Define a potential function by

U :=
n∑

i=1

γi

(
1

2kpi
‖p̄i‖2 +

1
kei

φ(ēξ̂iθi)
)
, (6)

where p̄i := pi −
∫ t

0
vddt and γi are vectors satisfying

γTLw = 0 γT = [γ1, · · · , γn], γi > 0 ∀i. (7)

It follows from the assumption A1 and Lemma 2 that there
exists a vector satisfying (7). This potential function U is
defined as a weighted sum of the energy functions ψ(gi)
and used as a Lyapunov function candidate. This choice is
quite natural from the viewpoint that the kinematic model
(1) possesses the passivity-like property.

Differentiating (6) yields

U̇ =
n∑

i=1

γi

[
p̄i

sk(ēξ̂iθi)∨

]T
[

1
kpi
I 0

0 1
kei
I

]
([
eξ̂iθi 0

0 I

]
V b

i −
[

vd
e−ξ̂iθieξ̂dθdωd

])

=
n∑

i=1

∑
j∈Ni

γiwij

[
p̄i

sk(ēξ̂iθi)∨

]T [
pj − pi

sk(e−ξ̂iθieξ̂jθj )∨

]

=
n∑

i=1

∑
j∈Ni

γiwij

[
p̄i

sk(ēξ̂iθi)∨

]T

[
pj −

∫ t

0 vddt−
(
pi −

∫ t

0 vddt
)

sk(e−ξ̂iθieξ̂dθde−ξ̂dθdeξ̂jθj )∨

]

=
n∑

i=1

∑
j∈Ni

γiwij

[
p̄i

sk(ēξ̂iθi)∨

]T [
p̄j − p̄i

sk(ē−ξ̂iθi ēξ̂jθj )∨

]

=
n∑

i=1

∑
j∈Ni

γiwij{p̄T
i (p̄j − p̄i)

+(sk(ēξ̂iθi)∨)T sk(ē−ξ̂iθi ēξ̂jθj )∨}. (8)

By using a completing square, the term of p̄T
i (p̄j − p̄i) is

rewritten as

p̄T
i (p̄i − p̄j) = −1

2
‖p̄i‖2 +

1
2
‖p̄j‖2 − 1

2
‖(p̄i − p̄j)‖2. (9)

We next obtain(
sk(ēξ̂iθi)∨

)T

sk(ē−ξ̂iθi ēξ̂jθj )∨

= −φ(ēξ̂iθi) + φ(ēξ̂jθj)

−1
4
tr

(
(ēξ̂iθi + ē−ξ̂iθi)(I − ē−ζ̂i ēξ̂jθj )

)
(10)
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from the fact that aT b = − 1
2 tr(âb̂) holds for any 3 di-

mensional vector a ∈ R3, b ∈ R3 [10, Theorem 1]. Since
λmin(B)tr(A) ≤ tr(AB) holds true for any positive semi-
definite symmetric matrices A ∈ Rn×n, B ∈ Rn×n [21],
we have

−tr
(
(ēξ̂iθi + ē−ξ̂iθi)(I − ē−ξ̂jθjeξ̂iθi)

)
≤ −λmin(ēξ̂iθi + ē−ξ̂iθi)tr(I − ē−ξ̂jθj ēξ̂iθi), (11)

where λmin(B) denotes the minimal eigenvalue of B. Notice
−λmin(ēξ̂iθi + ē−ξ̂iθi) > 0 from the assumption of ēξ̂iθi >
0 ∀i. Thus, the deviation of the potential function (6) satisfies
the inequality

U̇ ≤
n∑

i=1

∑
j∈Ni

γiwij

(
−Ūi + Ūj − 1

2
‖(p̄i − p̄j)‖2

− 1
2
λmin(ēζ̂i + ē−ξ̂iθi)φ(ē−ξ̂iθi ēξ̂jθj )

)
, (12)

where Ūi := 1
2‖p̄i‖ + φ(ēξ̂iθi). Now, the term∑n

i=1

∑
j∈Ni

γiwij

(−Ūi + Ūj

)
is equivalent to

n∑
i=1

∑
j∈Ni

γiwij

(−Ūi + Ūj

)
= −γTLw

⎡
⎢⎣
Ū1

...
Ūn

⎤
⎥⎦ = 0. (13)

This yields the following inequality, and hence the deviation
of the potential function is nonpositive definite.

U̇ ≤ −1
2

n∑
i=1

∑
j∈Ni

γiwij

(‖p̄i − p̄j‖2

+ λmin(ēξ̂iθi + ē−ξ̂iθi)φ(ē−ξ̂iθi ēξ̂jθj )
)

≤ 0 (14)

We finally prove the convergence of the output by using
the LaSalle’s invariant principle [20]. Before proving it, we
define the set

E := {gi ∈ SE(3), ∀i | ēξ̂iθi > 0 U̇ ≡ 0}. (15)

From the assumption of ēξ̂iθi > 0 and (14), we have

U̇=0 ⇒ ‖p̄i − p̄j‖2 = 0, φ(̄e−ξ̂iθi ēξ̂jθj) = 0, (j, i) ∈ E (16)

Because of the strong connectivity of the graph, the set E is
replaced by

E= {gi∈SE(3), ∀i | ēξ̂iθi > 0
‖p̄i − p̄j‖2 = 0 φ(̄e−ξ̂iθi ēξ̂jθj) = 0 ∀i, j}

= {gi∈SE(3), ∀i | ēξ̂iθi > 0
‖pi − pj‖2 = 0 φ(e−ξ̂iθieξ̂jθj) = 0 ∀i, j}

= {gi∈SE(3), ∀i | ēξ̂iθi > 0 ψ(g−1
i gj) = 0 ∀i, j}.(17)

In addition, the inputs (3) of all the rigid-bodies are equal
in the case of gi = gj ∀i, j. This implies that the set E is
an invariant set. Consequently, we have (2) and the output
synchronization is achieved.

Remark 1: The positive definiteness of the rotation matrix
ēξ̂iθi is equivalent to |θi| < π

2 . This assumption is made in
order to avoid a singular point, which is inevitable when the
SO(3) space is considered.

D. Communication Delays

In this subsection, we consider output synchronization in
the presence of communication delays. In such a case, the
output synchronization is redefined as

lim
t→∞ψ(gj(t− Tji)−1gi(t)) = 0, ∀i, j j �= i, (18)

where Tij ≥ 0 is the summation of delays in the com-
munication from the i-th rigid-body to the j-th rigid-body.
Accordingly, we modify the input (3) as

V b
i =Ki

∑
j∈Ni

wij

[
e−ξ̂iθi 0

0 I

][
pj(t− Tji) − pi(t)

sk(e−ξ̂iθi(t)eξ̂jθj(t−Tji))∨

]
. (19)

Then, we have the following corollary.
Corollary 1: Suppose that there exist n rigid-bodies rep-

resented by (1). Then, under the assumption A1, the velocity
input (19) achieves the output synchronization in the sense
of (18) if eξ̂iθi ∀i are positive definite.

Proof: This corollary is proven in the same way as
Theorem 1 by using the following potential function,

Udelay :=
n∑

i=1

γiUi(t)+
n∑

i=1

∑
j∈Ni

∫ t

t−Tji

γiwijUi(τ)dτ, (20)

where Ui := 1
2kpi

‖pi‖2 + 1
kei
φ(eξ̂iθi).

IV. NUMERICAL SIMULATIONS AND EXPERIMENTS

In this section, we numerically and experimentally demon-
strate that the present input (3) achieves output synchroniza-
tion.

A. Numerical Simulations

We first show numerical simulations with 5 rigid-bodies
whose interaction is represented by the graph in Figure3.
The weighted graph Laplacian (2) and its left eigenvector
corresponding to the eigenvalue equal to 0 are given by

Lw =

⎡
⎢⎢⎢⎣

0.1 −0.1 0 0 0
−0.2 0.4 −0.2 0 0

0 0 0.3 −0.3 0
0 0 0 0.4 −0.4

−0.5 0 0 0 0.5

⎤
⎥⎥⎥⎦ γ=

⎡
⎢⎢⎢⎣
0.9466
0.2367
0.1578
0.1183
0.0947

⎤
⎥⎥⎥⎦ . (21)

Notice that all the elements of γ are positive. The desired
linear and angular velocity are vd = [1 0 0]T , ωd = [0 0 0]T ,
which means that all the rigid bodies finally move in the same
direction as x axis of the world frame without rotating. The
input (3) with kpi = 2 and kei = 2 ∀i is applied to each
rigid-body under the following initial conditions.

p1(0)=
[
1 0 3

]T
ξ1θ1(0)=

[−0.21 −0.50 0.77
]T

p2(0) =
[
2 −1 2

]T
ξ2θ2(0)=

[
0.60 0.04 0.83

]T

p3(0) =
[
3 1 2

]T
ξ3θ3(0)=

[−0.21 0.77 −0.50
]T

p4(0)=
[−1 −2 0

]T
ξ4θ4(0)=

[−0.63 0.37 −0.64
]T

p5(0) =
[
0 0 0

]T
ξ5θ5(0)=

[−0.77 0.50 −0.21
]T

Figure 4 shows the trajectory and attitude of each rigid-body
and Figure 5 its position and rotation vector. In Figure 4, the
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Fig. 3. Graph Topology in Simulation
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Fig. 4. Simulation Result

encircled number is associated with the corresponding one in
Figure 3. In Figure 5 the rotation vectors ξiθi and positions
pi asymptotically converge to a common value at around 10
[s]. We also see from these figures that every rigid body
moves in the prescribed direction after sufficiently long time
has passed. Thus, each rigid finally moves with a desired
velocity.

B. Experiments

In this section we present experimental results on a
planar (2D) test bed. Figure 6 illustrates the experimental
environment including the vehicles, camera, PC, and CF
transmitters. The four vehicles (see Figs. 7) communicated
by the graph in Figure 9 are controlled by a digital signal
processor (DSP) from dSPACE Inc., which utilizes a power
PC running at 2.8GHz. Control programs are written in
MATLAB and SIMULINK, and implemented on the DSP
using the Real-Time Workshop and dSPACE Software such
as ControlDesk, RealTime Interface and so on. A MTV-
7310 camera is mounted above the vehicles has a resolution
of 470 × 570.. The video signals are available in real
time via a frame grabber board PicPort-Stereo-HrD and
image processing software HALCON. The sampling period
of the controller and the frame rate provided by the camera
are 0.33[ms] and 30 [fps], respectively. The position and
orientation of the rigid-bodies are calculated by using the
image processing.

In order to implement kinematic control on the vehicle
network, we first designed a local PI controller a priori to
track reference signals and then input the kinematic control
laws as velocity reference signals (See Figure 8).

We input to each rigid-body the present input (3) with
kpi = 0.1, kei = 0.1, wij = 1 ∀i, j and

(A) vd =
[
0 0

]T
ωd = 0,

(B) vd =
[
1.5 0

]T
ωd = 0,

(C) vd =
[
1.5 cos 1.5t

]T
ωd = 0.
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Fig. 5. Position p and Rotation Vector ξθ in Simulation

Camera

Digital Control Device

RF Transmitter

Vehicles

Fig. 6. Experiment Environment

Fig. 7. Vehicles

The desired velocity in case (A) means that we have no
desired behavior. In this case each rigid body stops as some
place after the output synchronizes. In case (B) all of rigid
bodies move in the same direction as x axis in the world
frame like the simulation case, and in case (C) move along
a smooth sin curve after a period of time.

It should be noted that though all the rigid-bodies should
be located on almost the same position after a sufficiently
long time in order to achieve output synchronization, in
experiments, this leads to the collision between rigid-bodies.
We thus switch the input from (3) to the one in if the
distances of all the vehicles becomes smaller than 20[cm].

Figs. 10, 11 and 12 illustrate the experimental results.
These figures show that convergence of orientations is at-
tained and the distances between vehicles decrease below
20[cm] at around 9[s]. Thus the output synchronization is
almost achieved and every vehicle converges to a desired
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velocity vd after a reasonable amount of time.
Strictly speaking, the vehicles have nonholonomic con-

straints. Although these are not still considered theoretically,
we believe that the result of this paper can be extend to rigid-
bodies with nonholonomic constraints via similar techniques
in [22].

V. CONCLUSIONS

In this paper, we have considered the output synchro-
nization problem on strongly connected graphs. A velocity
control law has been developed based on the passivity prop-
erty to achieve the output synchronization. The convergence
is proven from the fact that strongly connected graphs
have a left eigenvector of the weighted graph Laplacian
associated with eigenvalue 0 whose all elements are positive.
Moreover we have shown the facts that the present input
still attains output synchronization in the case with commu-
nication delay. The simulation and experimental results have
demonstrated the validity of our results.

Future researches will be directed to the introduction of
visual sensors [11]. We will also tackle the output synchro-
nization problem including the dynamics of each rigid-body
by using passivity-based control.

Acknowledgement : The author would like to thank Mr.
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