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Abstract 
It is well known that faulty control valves with friction in 
the moving parts lead to limit cycle oscillations which can 
propagate to other parts of the plant. However, a control 
loop with a healthy valve can also undergo oscillatory 
behavior. The root cause of a unit-wide oscillation in a 
distillation column was traced to a pressure control loop 
in a case study at Mitsui Chemicals. The diagnosis was 
made by means of a new technique of pattern matching of 
the time-resolved frequency spectrum using a wavelet 
analysis tool. The method identified key characteristics 
shared by measurements at various places in the column 
and quantified the similarities. 
Non-linearity was detected in the time trend of the 
pressure measurement, a result which initially suggested 
the root cause was a faulty actuator or sensor. Further 
analysis showed, however, that the source of non-
linearity was periodic saturation of the manipulated 
variable caused by slack tuning. The problem was 
remedied by changing the controller tuning settings and 
the unit-wide disturbance then went away. 
 
1. Introduction 

 
Computerized DCS (distributed control systems) and 

the use of digital data for controlling the process have 
been prevalent since the 1980s in chemical plants. More 
recently, data historians which store information about the 
long-term operational behavior of plant have led to 
applications involving the analysis and extraction of 
information from the stored data.  

The ability to collect, observe and analyze historical 
data trends has led to concerns about the effects of 
process variability on the economics of a process [1]. The 
situation is made worse if an oscillatory disturbance 
originating in one part of the plant becomes widespread 
due to physical coupling and recycles. It can propagate 
from its source causing numerous secondary oscillations. 
A key issue is to determine the root cause of such a plant-
wide oscillation [2] and calls are growing from industrial 

manufacturers for the automated detection and diagnosis 
of plant-wide oscillations [3].  

This article contributes to the detection and diagnosis of 
a widespread oscillation through the application of 
wavelet analysis. Time2Wave is a new frequency analysis 
tool created by Yamatake Corporation and co-developed 
with Mitsui Chemicals for the purposes of analyzing 
historical process data from chemical plants. It has a 
plant-wide focus with the ability to align the wavelet 
patterns from multiple tags and to determine a measure of 
the similarity between them. The article presents these 
tools and explores their capability.  

A major cause of plant-wide oscillation is sticking 
valves that cause a limit cycle under feedback. Several 
solutions have now been proposed for the detection and 
diagnosis of sticking valves [4-6]. However, the case 
study at Mitsui Chemicals reported here has shown that 
even a healthy valve can cause a limit cycle oscillation 
and there is thus a need to revisit the diagnosis step to 
ensure that the correct diagnosis is achieved. A diagnostic 
signature derived from the plant measurements that is 
sensitive to manipulated variable saturation is proposed to 
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Figure 1.  Distillation column with a unit-wide oscillation



augment previous work in automated root cause 
diagnosis. 

All methods are illustrated with data from an industrial 
distillation column courtesy of the Omuta works of Mitsui 
Chemicals. The process schematic is in Figure 1 and the 
measurements from the plant are shown in Figure 2. 
 
2. Background 
 

The most basic application of a data historian is the 
plotting of time trend data, with advanced tools being 
available for subsequent observation and diagnosis by 
skilled engineers who use them to extract characteristics 
from the trend graph [7]. 

Frequency-domain analysis is of value when measured 
time domain signals have oscillatory behavior. Newton 
demonstrated the presence of various frequencies (color 
of light) being contained in the light by utilizing prism 
refraction. It may be regarded as the first demonstration 
of a signal transform into the frequency domain. In 
chemical plants, the condition of rotating machinery is 
monitored using a vibration meter combined with a 
spectral analysis. In this area, for instance, [8] reviewed 
advanced on-line spectral condition-monitoring sensors 
for use with the reactor coolant pump in nuclear power 
station while [9] focused on fault detection and 
preventive maintenance of process machinery. 

Frequency analysis may be applied to any measured 
time trend including those from chemical processes which 
vary with long periods of many minutes or even hours. 
The discrete Fourier transform (DFT) is the fundamental 
algorithm applied and the 
power spectrum is the 
normalized squares of the 
magnitudes of the DFT. In 
the case of a persistent 
oscillation in the time trend 
the power spectrum gives a 
clear signature for the 
oscillation since is has a 
sharp peak (large 
magnitude) at the frequency 
of the oscillation.  

However, it is not always 
the case that oscillatory 
features are persistent. 
Figure 2 shows exampled of 
process data in which short 
bursts of oscillatory 
behavior may be seen, for 
instance in tags 6 to 9 
starting just after sample 
3000. The technique of the 
Wavelet transform and 

algorithms for its computation [10,11] enabled 
frequencies to be analyzed in a time-resolved mode, 
allowing the approaches to frequency analysis to be 
widened further [12, 13]. The algorithm allows the time-
dependent variable characters of the frequency to be 
extracted from the time-series data. The wavelet 
transform provides a signal amplitude as a function of 
frequency of oscillation (the resolution) and time of 
occurrence. One method of presentation shows times and 
resolution plotted on the horizontal and vertical axes and 
amplitudes represented by hues in the contour lines 
corresponding to them on the time-frequency plane. 

Wavelet analysis of process data has been successfully 
applied in the past for classification of experimental data 
for process fault diagnosis[14], multi-scale modeling [15] 
and its applications in machinery condition monitoring 
have been recently reviewed by Peng and Chu [16]. Misra 
et al [17] used wavelets combined with PCA to extract 
correlation at each scale for the purposes of multivariate 
fault detection. An earlier study showed that wavelet 
analysis can successfully address the problem of plant-
wide disturbance analysis [18]. 

 
3. Methods 
 
3.1. Wavelet transform 

 
A wavelet transform matches the time localization to the 

frequency of interest using fine time resolution for higher 
frequencies and coarse time localization for low 
frequencies.  
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A wavelet decomposition has the following form: 
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where 0k =  to 2 1j −  and the index i  for the wavelet 
coefficients ia  ranges from 0 to 1N − , where N  is the 
number of measurements in the data set and the range of 
x  is 0 1x≤ ≤ . Functions φ  and W are the scaling and 
wavelet basis functions from which the function ( )f x  is 
reconstructed. The index i  can be uniquely expressed as 

2 ji k= + , where j and k specify the resolution and the 
position of the wavelet. For instance, if 18i =  then 4j =  
and 2k =  showing that 18a  is the coefficient of the third 
of 16 wavelets at the 4j =  level whose widths are 

41 2 1 16=  on the x − axis. A data set encoded in the 
time domain using N  {value, time} pairs is thus 
transformed into a wavelet set encoded by N  {a-
coefficient, index} pairs.  
 
3.1. Wavelet analysis: Time2Wave tools 

 
Wavelet results for the higher resolution parts of the 

wavelet displays of industrial data set are presented in 
Figure 3. It shows the various frequencies present in the 
signals as time passes. The horizontal axis shows the 
position of the wavelet and the vertical axis is the 
resolution. High frequency features with a short time 
scale are at the top of the display and low frequency 
features at the bottom. The color coding indicates the 
intensity measured by the values of the a-coefficients. 
White or paler colors indicate higher intensity A Gabor 
wavelet was selected for the analysis.  

Figure 4 shows the full wavelet analysis for tag 8 at all 
the resolution ranges including the low frequencies. It can 
be seen that parts of the wavelet display in the lower left 
and right corners are blank. The reason for this is that a 
wavelet analysis provides poorer time localization at 
lower resolution. Thus no analysis of the signal in the 
frequency band at 220 samples per cycle is possible until 
sufficient data have been sampled, which happens about 
one quarter of the way though the data seta about sample 
900. It requires a window containing several cycles of the 
period 220 oscillation to make an analysis, therefore the 
first wavelet coefficient reported has several cycles to the 
left. 

 
Figure 3. Wavelet analysis of measured time trends. The 
white circles are discussed in section 3.2.  
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Figure 4. Wavelet analysis of Tag 8 showing a low 
frequency oscillation with a period of 220 min 
 

The similarity of two wavelet patterns can be 
determined by a correlation calculation. Given two 
wavelet analysis such as those in Figure 3 the correlation 
coefficient is: 
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where ia  and ib  are the wavelet coefficients, a  and b  
are their mean values and the index i  ranges from 0 to 

1N − . 
The Time2Wave tools also permit specific parts of the 

wavelet transforms to be compared. For instance, Figure 
5 shows the comparison of the high frequency features 
for a target area in the time-frequency domain. The 
comparison is made at the same times and the same 
frequencies in the wavelet plots of the other tags. If 1R =  
it means that the regions being compared have entire 
conformity with 100%.   
 
3.2 Frequency and harmonics analysis 
 

A frequency analysis is given by the power spectrum 
which is derived from the squares of the magnitudes of 
the discrete Fourier transform (DFT). Examples are 
shown in Figure 4. The horizontal axis is a normalized 
frequency axis expressed as a fraction of the sampling 
frequency. For instance, a spectral peak at 0.05 on the 
frequency axis corresponds to an oscillation having a 
frequency of 0.05 sf×  where sf  is the sampling 
frequency. Such a peak corresponds with an oscillating 
time trend with a period of 1 0.05  or 20 samples per 
cycle.  
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In a set of time trends such as those shown in Figure 2 

where the nature of the signal changes over time the 
Fourier transform has to be used on subsets of the data in 
order to observe the time-varying frequency content. In 
Figure 6 the middle panel shows the spectra for samples 1 
to 1500, the right hand panel is the spectra for samples 
2500 to 4000 and the left hand panel gives the spectra for 
the whole data set. The left hand panel shows all the 
frequencies present even though they are not all present 
simultaneously. The effect has a musical analogy, the 
spectrum cannot distinguish between a chord where all 
the notes are played simultaneously and a broken chord in 
which the notes are played one after the other. The 
wavelet transform, by contrast, can tell the difference 
because it determines when in time the different notes are 
being played. An example of the enhanced sensitivity of 
the wavelet transform to transient features is highlighted 
by white circles in Tags 4 and 8 in Figure 3. The bands 
with high intensity corresponding oscillations are 
disrupted for a short period. A very close inspection of 
the time trends in Figure 2 shows that the oscillation is a 
bit different between samples 600 to about 680 but it is 
likely that this transient feature would go unremarked if it 
were not for its strong visual signature in the wavelet 
transform. An inspection of the spectra in the middle 
panel of Figure 6 reveals nothing about the event because 
the spectra give no time-localization. It is not known, 



however, what the disturbance was that upset the plant 
during this episode.  

 
3.3 Oscillation analysis 
 

The dominant oscillations present in the whole or a sub-
set of the data may be determined visually by taking a 
slice through the wavelet transform parallel to the vertical 
resolution axis at a selected time instant, as shown in 
Figure 4. Alternatively, the automated method for 
detection of multiple plant-wide oscillations presented in 
[19]. may be applied, which determines the  intervals 
between and the regularity of the zero-crossings of the 
autocovariance functions.  

 
3.4 Diagnosis of non-linearity 

 
A linear time series [20] has a dynamic model such as 

the Box Jenkins model with constant coefficients driven 
by Gaussian white noise. By contrast, the non-linear time 
series of interest in this work have a non-linear feedback 
function. An example of a non-linear feedback function is 
the on-off control of a directly-injected steam heated tank 
in which the steam valve switches on when the 
temperature drops to a low limit and switches off again 
when the temperature reaches a high limit. The non-linear 
characteristic in that case is a relay with deadband. The 
temperature is not steady in such a system and it cycles in 
periodic pattern. Another control loop non-linearity 
relevant to the work of this article is saturation of a 
manipulated variable. If an 
actuator hits a constraint 
then the discontinuity in 
its movement initiates a 
transient response which 
can lead to the actuator 
becoming saturated again. 
Such a repeating pattern is 
also a limit cycle.  

A non-linearity test [21] 
has been adapted for the 
detection of limit cycle 
oscillations and guidelines 
for its application to 
process data have been 
devised. The question is 
whether a particular time 
series could plausibly be 
the output of a linear 
system driven by Gaussian 
white noise. The test is 
based on the predictability 
of the time series and 
return a non-linearity 

statistic sN  such that 1sN >  indicates that the time 
series originated from a non-linear process. The 
development of the test for use with process data was 
described in [4] and a detailed investigation of its 
properties has been given in [22].  

The underpinning idea in root cause diagnosis is that the 
non-linearity is greatest at the source of the problem. By 
source is meant a measurement associated with the single-
input-single-output controller that has been caused to 
oscillate by a non-linearity in the loop. If plant-wide 
oscillation is due to limit cycling a candidate for the root 
cause is the time series with the maximum non-linearity.  

 
3.5 A test for saturation 

 
The range of values taken by the a DCS controller 

output signals is generally 0 to 100. Saturation is easily 
recognized visually because the time trend becomes flat 
and constrained either at a value of 0 or at a value of 100.  

The proposed saturation test evaluates the statistical 
distribution of samples in short sequence of the time trend 
and tests whether the sequence matches tests sequences of 
the same length that are all 0 or all 100. The benefit of the 
statistical approach is that it can be applied to data having 
any arbitrary statistical distribution and requires little 
tuning.  

The method used the D-statistic in the Kolmogorov-
Smirnov two sample test. Given measurements iy in a 
sequence the cumulative sample frequency function 
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( )iF y y≤  is the fraction of the measurements iy  less 
than or equal to y . The Kolmogorov-Smirnov two-
sample statistic for sequences 1S  and 2S  with 

cumulative sample frequency functions ( )1 iF y y≤  and 

( )2 iF y y≤  is: 

( ) ( )( )1 2max i iD F y y F y y= ≤ − ≤  

The sampling distribution of D can be found from 
published tables in the case of small samples or from an 
analytical approximation in the case of larger samples. 
The null hypothesis is that the observed value of D arose 
by chance when two sequences 1S  and 2S  were 
sampled from the same distribution. A large observed 
value of D corresponds with a small probability, and 
would lead to rejection of the null hypothesis that the 
sequences 1S  and 2S  were from matching distributions.  

For instance, in tag 5 sample number 123 and the four 
previous values formed the sequence 
{6.9, 5.2, 3.4, 1.8, 0.1} on a measurement scale having 
the range 0 to 100. The observed probability distribution 
is as shown in the first column of Table 1.  

This distribution is to be tested against the distribution 
expected for a saturated output, i.e. the sequence 
{0, 0, 0, 0, 0}  whose cumulative distribution is shown in 
the right hand side of Table 1. The maximum difference 
is 0.8D =  in the ( )1iF y ≤  channel. 

The Kolmogorov-Smirnov test indicates the probability 
is only 0.3 that sequences {6.9, 5.2, 3.4, 1.8, 0.1} and 
{0, 0, 0, 0, 0}  were sampled from the same underlying 
distribution so it is concluded that {6.9, 5.2, 3.4, 1.8, 0.1} 
does not represent saturated operation. On the other hand, 
the sequence of five values ending at sample 126 was 
{1.8, 0.1, 0, 0, 0} . Here the maximum difference in the 
cumulative distribution is 0.2 and the Kolmogorov-
Smirnov test supports the null hypothesis that the 
sequence {1.8, 0.1, 0, 0, 0}  matches {0, 0, 0, 0, 0}  and 
therefore represents saturated operation.  

Figure 7 shows episodes of saturated operation detected 
in the three MV tags by the procedure. The upper figure 
shows a close-up view and the lower figure shows the 
whole data set. It shows that Tag 5 (PC304.MV) ceased 
becoming saturated after the controller was retuned just 
after sample 1600 but that retuning of PC304 did not cure 
the periodic saturation in LC304..MV. 

 

1={6.9, 5.2, 3.4, 1.8, 0.1}S  2={0, 0, 0, 0, 0}S  

( )≤1 1iF y  0.2 ( )≤2 1iF y  1.0 

( )≤1 2iF y  0.4 ( )≤2 2iF y  1.0 

( )≤1 3iF y  0.4 ( )≤2 3iF y  1.0 

( )≤1 4iF y  0.6 ( )≤2 4iF y  1.0 

( )≤1 5iF y  0.6 ( )≤2 5iF y  1.0 

( )≤1 6iF y  0.8 ( )≤2 6iF y  1.0 

( )≤1 7iF y  1.0 ( )≤2 7iF y  1.0 

( )≤1 8iF y  1.0 ( )≤2 8iF y  1.0 
… … … … 

( )≤1 100iF y  1.0 ( )≤2 100iF y  1.0 

Table 1: Worked example of the saturation test 
 
 
4. Case study 

 
4.1 Unit-wide oscillation 

 
The industrial case study is courtesy of the Omuta 

works of Mitsui Chemicals. The plant schematic is in 
Figure 1 and data trends from the plant were presented in 
Figure 2. The sampling interval was 1 minute. Figures 3 
and 4 showed the wavelet analysis and Figure 6 showed 
the spectra over different time ranges. The relationship 
between tag names and number is given in Table 2 
because there is not enough room on some of the graphs 
to show the full tag name. A tag labeled as PV is a 
reading of a controlled variable (e.g. PC304.PV) or of an 
indicator (e.g. FI304.PV). The MV label means the 
measurement is a controller output.  
 

Tag name Tag No Tag name Tag No 
LC304.PV 1 TC304.PV 6 
LC304.MV 2 LC307.PV 7 
FI304.PV 3 LC307.MV 8 
PC304.PV 4 FI307B.PV 9 
PC304.MV 5   

Table 2. Tag names and tag numbers 
 

The dominant oscillations present determined using the 
zero crossings of autocovariance functions [19] are 
shown in Table 3. The table is divided into the period 
prior to retuning of PC304 and after.  
 



samples 1-1500 samples 2000-4000 

Tag name period/ 
min Tag name period/ 

min 
LC304.PV - LC304.PV 51 
LC304.MV 73 LC304.MV 51 
FI304.PV 74 FI304.PV 51 
PC304.PV 46 PC304.PV - 
PC304.MV 46 PC304.MV - 
TC304.PV 47 TC304.PV 35 
LC307.PV 24 LC307.PV 29 
LC307.MV 46, 24 LC307.MV 220 
FI307B.PV 46, 24 FI307B.PV 29 

Table 3: Dominant oscillations before and after retuning 
 

Tag name before 
retuning 

after 
retuning 

LC304.PV 1.6 2.1 
LC304.MV 1.8 2.0 
FI304.PV 2.0 1.9 
PC304.PV 2.5 - 
PC304.MV 2.4 - 
TC304.PV 1.5 - 
LC307.PV 1.3 - 
LC307.MV 1.0 - 
FI307B.PV 1.7 - 

Table 4. Non-linearity assessment before and after 
retuning of PC304. 
 
4.2 Oscillations before retuning 

 
The oscillation that can be seen up to sample 1500 in 

Figure 2 had been persisting for some time prior to the 
study. By prior application of the wavelet transforms and 
from their knowledge and understanding of the process 
the Mitsui authors had already decided to retune the 
pressure control loop. The data set in Figure 2 
documented the event by recording data from the day 
before the retuning, the retuning itself and about 40 hours 
of running after the retuning.  

Visual inspection of time trends and wavelet patterns in 
Figures 2 and 3 show that the plant has a distinct 
oscillation up to samp1e 1500. The retuning occurred at 
about sample 1500 and the 46 minute oscillation then 
started to die away and it disappeared at about sample 
1600. The analysis presented here shows that the retuning 
decision was justified and gives additional insights into 
the performance of the wavelet analysis tools. 

Oscillation analysis before and after the retuning has 
been presented in Table 3. Non-linearity analyses were 
also carried out (Table 4) and saturation analysis is 
presented in Figure 7.  

• The wavelet transforms (Figure 3) show Tags 4 to 11 
have two bands of frequency content corresponding to 
oscillations with periods of about 46 min and 24 
minutes. The spectra in the middle panel of Figure 6 
show the same features with spectral peaks at 0.0217 
and 0.0417 on the normalized frequency axis. The 
spectral peaks in Figure 5 reflect the intensities of the 
bands present in the wavelet transform. For instance, 
tag 7 has its strongest intensity in the upper of the two 
bands appearing on the left hand side of the wavelet 
transform (Fig 3) and in Figure 5 it is the tag with the 
strongest spectral peak at 0.0417.  

• The wavelet transforms of Tags 1 to 3 also had well 
defined bands which were at a different position on 
the vertical resolution axis of the wavelet transform. 
The strongest oscillation present in Tags 1 to 3 had 
periods of 73 to 74 minutes and appears at 0.0135 on 
the frequency axis in the middle panel of Figure 5.  

• Wavelet overlap calculations gave the results shown 
in Table 5 in which the wavelet transform of Tag 4, 
PC304.PV is compared to the wavelet transforms of 
other tags. The very high correlations with Tags 5, 6, 
8 and 9 reflect the fact that these tags all share the 
oscillation with a period of 46 minutes. The dominant 
oscillation in Tag 7 is the one at 24 min and the 
correlation is lower. The correlation analysis shows 
that Tags 1-3 have little in common with Tag 4 and 
thus indicates that there are two separate disturbances 
present in the plant.  

 
Tag name Tag no similarity 
PC304.PV 4 100% 
PC304.MV 5 98% 
TC304.PV 6 93% 
FI307B.PV 9 89% 
LC307.MV 8 87% 
LC307.PV 7 68% 
LC304.PV 1 23% 
LC304.MV 2 < 10% 
FI304.PV 3 < 10% 

Table 5. Overlap calculation for episode before retuning 
 
• Non-linear time series analysis (Table 4) confirmed 

PC304 as the root cause of the unit–wide oscillation 
because the highest non-linearity was to be found in 
the pressure controller (PC304.PV and PC304.MV).  

• The new saturation index confirmed the observation. 
Figure 7 shows that the loop was periodically 
becoming saturated. Therefore the cause of the 
problem is periodic saturation of the actuator.  

Many previous examples of non-linearity in control  
loops have traced the root cause to a faulty valve or a 



faulty sensor causing a self sustained limit cycle 
oscillation in a control loop [e.g. 23] 

The example in this paper thus makes a new 
contribution to diagnosis of the root cause of a plant-wide 
oscillation because it shows an example in which non-
linearity was detected even though all elements of the 
control loop were in a healthy state. Even a healthy valve 
cannot open beyond 100% or close beyond 0%, however, 
and some controller settings can cause such a saturation 
constraint to become active. The limit cycle arises 
because hitting the constraint sets in motion a transient 
response that later takes the control loop back into 
saturation. The new saturation index has the capacity 
diagnose such a problem. 

 
4.3 After retuning of PC304 
 

Key observations of the situation in the plant after 
sample 1600 are: 
• Immediately after retuning the 46 minute oscillations 

in Tags 4, 5 and 6 (PC304.PV and PC304.MV and 
TC304PV) vanished simultaneously, but the 
oscillation of Tags 1 to 3 (LC304 and FI304.PV 
continued independently, although with a different 
oscillation period (76 minutes changed to 51 minutes).  

• In all other tags the bight band corresponding to the 
oscillation at 46 minute oscillation disappeared when 
the PC304 controller was retuned. No non-linearity 
was detected in Tags 4-9 after the controller was 
retuned. and there was no 
further saturation in 
PC304.MV.  

• Non-linearity was still present 
in tags 1 to 3. Tag 2, the 
manipulated variable for 
LC304 continued to have 
episodes of saturation. The 
fault in LC304 was not 
improved by the retuning of 
PC304. This finding shows 
that there is a second 
controller saturation problem 
present in the plant which is 
currently under  investigation. 

• After the retuning of PC304 
an oscillation periodically 
burst into life in Tags 6-9. It is 
indicated in the wavelet 
transforms as bright localized 
spots. Its period was 29 
minutes and therefore is 
different both from the 24 
minute and 46 minute 

oscillation present in those tags before retuning. 
Further study is needed to determine the cause of the 
oscillation and to establish its relationship, if any, with 
the earlier oscillation.  

• New behavior also became evident in LC307.MV 
after retuning. It is shown in Figure 2, where a 
continual ramping up and resetting sawtooth pattern 
can be observed with a repeat period of 220 samples 
per cycle. Figure 4 shows a more extended wavelet 
analysis of LC307.MV. The oscillation at 220 samples 
per cycle is a bright band across the lower part of the 
wavelet chart.  

The time-localization properties of the wavelet 
transform are of great value in the analysis of this signal. 
An important finding from Figure 4 is that the 220 minute 
oscillation did not start at sample 1600 when the PC304 
controller was retuned, rather it was present throughout. 
The origin of this slow oscillation in LC307.MV is 
currently under investigation by the Mitsui co-authors.  
 
5. Conclusions 
 

The paper has presented wavelet analysis tools designed 
for the purpose of detection of plant-wide disturbances 
and diagnosis of their root cause. The Time2Wave 
software allows visual inspection of the time-varying 
frequency content and has a plant-wide focus. For 
instance, it provides an automated and quantitative 
measure of the similarity between the wavelet transforms 
of any two selected measurements. 
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Figure 7. Saturation analysis. the heavy black lines below the time trends show episodes 
where a manipulated variable became saturated at 0% or 100%. Upper panel: close-
up view of samples 1 to 500, lower panel: the whole of the data.   



Insights from inspection of the wavelet transform led to 
a decision to retune the pressure controller PC304. The 
retuning activity was supported by non-linearity, 
oscillation and a new saturation detection analysis which 
were conducted before and after the retuning. Before re-
tuning, PC304 was highlighted as the root cause of the 46 
minute oscillation because the controller output 
PC304.MV was periodically becoming saturated and the 
PC304 control loop had significant non-linearity. After 
re-tuning there was no non-linearity and no saturation. 
This result has considerable implications because it shows 
that a limit cycle oscillation can take place in a control 
loop with no faulty components if the tuning is such that 
the controller output saturates at 0% or 100%. 

There was a separate fault in LC304 and FI304 which 
did not go away when PC304 was re-tuned (the 
oscillation period changed, however). The time-
localization properties of the wavelet transform were of 
benefit is establishing this finding because they showed 
visually that the re-tuning of PC304 had not had any 
significant impact. The controller output LC304.MV was 
periodically saturated throughout the case study and non-
linearity was high in all of LC304.PV,  LC304.MV and 
FI304.PV throughout, suggesting the need for retuning of 
LC304 to prevent the saturated condition from arising. 
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