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Backstepping Boundary Stabilization and State Estimation
of a 2 X 2 Linear Hyperbolic System

Rafael Vazquez, Miroslav Krstic and Jean-Michel Coron

Abstract— We consider the problem of boundary stabilization
and state estimation for a 2 x 2 system of first-order hyperbolic
linear PDEs with spatially varying coefficients. First, we design
a full-state feedback law with actuation on only one end of
the domain and prove exponential stability of the closed-loop
system. Then, we construct a collocated boundary observer
which only needs measurements on the controlled end and prove
convergence of observer estimates. Both results are combined
to obtain a collocated output feedback law. The backstepping
method is used to obtain both control and observer kernels.
The Kkernels are the solution of a 4 x 4 system of first-order
hyperbolic linear PDEs with spatially varying coefficients of
Goursat type, whose well-posedness is shown.

I. INTRODUCTION

In this paper we are concerned with the problem of
boundary stabilization and state estimation for a 2 X 2
system of first-order hyperbolic linear PDEs with spatially
varying coefficients. We consider actuation in only one of
the boundaries, and measurement in the same boundary.

This problem has been previously considered for 2 x 2
quasilinear systems [7] and even m X n quasilinear sys-
tems [13], using the explicit evolution of the Riemann in-
variants along the characteristics. More recently, an approach
using control Lyapunov functions has been developed, for 2 x
2 quasilinear systems [2] and n X n quasilinear systems [3].
These results use only static output feedback (the output
being the value of the state at the boundaries). However they
do not deal with the same class of systems considered in this
work (which includes some extra terms in the equations);
with these terms, it has been shown in [1] that there are
linear systems for which there are no control Lyapunov
functions of the form fol wl Q(x)wdx (see the next sections
for notation) which would allow the computation of a static
output feedback law to stabilize the system (even when
feedback is allowed on both sides of the boundary).

Several other authors have also studied this problem. For
instance, the linear case has been analyzed in [23] (using a
Lyapunov approach) and in [14] (using a spectral approach).
The nonlinear case has been considered by [5] and [8] using
a Lyapunov approach, and in [15], [16], and [6] using a
Riemann invariants approach.

In this work, we use the backstepping method to design
a full-state feedback law (with actuation on only one end of
the domain) that makes the closed-loop system exponentially
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stable. Using the same method we construct a collocated
boundary observer with measurements on the controlled end,
and prove convergence of observer estimates. Then, both
results are put together to obtain a (collocated) dynamic
output feedback law. The gains of the feedback laws and
the observer are obtained as solutions of a 4 x 4 system
of first-order hyperbolic linear PDEs with spatially varying
coefficients, whose well-posedness is shown in an appendix.

The basis of our designs is the backstepping method [10];
initially developed for parabolic equations, it has been ap-
plied to first-order hyperbolic equations [12], delay sys-
tems [11], second-order hyperbolic equations [18], fluid
flows [20], nonlinear PDE equations [21] and even used for
PDE adaptive designs [19].

The result in this paper is related to the result in [12],
where the method of backstepping was used to deal with
a wave equation with antidamping. There, to eliminate
the antidamping, an invertible backstepping transformation
with a 2 x 2 structure was developed. The kernels of the
transformations were generated from two coupled second-
order hyperbolic PDEs in Goursat form. Similarly, in this
paper, we obtain four coupled first-order hyperbolic PDEs
in Goursat form which could be transformed to obtain two
coupled second-order hyperbolic PDEs; however, it is found
that well-posedness is more easily shown in the first-order
hyperbolic form.

The paper is organized as follows. In Section II we
formulate the problem. In Section III we introduce the
target system (which we show exponentially stable), the
backstepping transformation that maps the plant into the
target system, and the resulting full-state feedback law. We
close the section by proving exponential stability of the
closed-loop system. In Section IV we present our boundary
observer design and prove convergence of observer estimates
to the real states. Finally, in Section V we combine the full-
state feedback law and the observer to obtain a (collocated)
output-feedback law that stabilizes the system using only
measurements from the actuated boundary. In Section VI
we briefly cover a particular case of the system boundary
conditions not covered in the general treatment. We finish in
Section VII with some concluding remarks. We also include
an appendix with the proof of well-posedness of the kernel
equations.

II. PROBLEM STATEMENT
Consider the following system

u = —e1(x)uy + a1 (z)v, (D

e2(2)vy + ca(2)u, 2)

Ut
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evolving in = € [0,1], ¢ > 0, with €;(x),ea(x) > 0 and
boundary conditions
u(0,t) =
v(l,t) =

qu(0, 1), 3)
U(t), “4)

where U (%) is the actuation, which can be chosen as desired.
In what follows, we assume ¢ # 0. The case ¢ = 0 is briefly
covered in Section VL.

In (1)-(2), €1,e5 are assumed to be positive-valued
C'(]0,1]) functions and cy,cy are assumed to be C([0,1])
functions. The initial conditions, denoted as ug and vg, are
assumed to belong to L2([0,1]).

Based on the canonical transformation presented in [1],
this is the more general form for a one-dimensional 2 x
2 hyperbolic linear system (without including integral or
boundary terms).

Taking into account the signs of the transport coefficients,
the variable u represents information that travels from left
to right, and v information that travels from right to left.
For this coefficients, the system is well posed since w has a
boundary condition on the left and v on the right [17].

Our objective is to choose U(t) to ensure that the closed-
loop system is globally asymptotically stable. Also we as-
sume that u(1,¢) can be measured. First we design a full-
state feedback controller, then we design a boundary ob-
server, and finally we formulate an output feedback controller
combining both designs.

ITI. STABILIZING FULL-STATE FEEDBACK CONTROL LAW

A. Target system

Our approach to design U(t) will be to seek a mapping
that transforms (1)—(2) into

= —er(r)a, ®)

Br = e(x)Ba, (6)
with boundary conditions

a(0,t) = ¢B(0,1), (N

pt) = 0, ®)

and then U (t) will be chosen to realize the transformation.
One can find the explicit solution of (5)—(8) as follows.
Define

| S|
0@ = [ e o) = [ —mde O
( o €1(§) ( o €(§)
noting that they are monotonically increasing functions of
x, and thus invertible. Now, if ag(z), Bo(x) are the initial
condition for the states, the solution of the system is:

alot) =@ (67" (¢1(x) = 1)) t<r(x)
(1) = { W 6r(2).0) 1> (O
-1
sy = { O G LS
Thus, after ¢ = tp, where
VA 1

one has that « = 5 = 0.

It can also be proved that the system is stable in the L2
sense by using the following Lyapunov function:

-1 1 2_5042 M 2
_2/0 <€1(5) Go+—© ° @’t)) d€£13)

since then one has, integrating by parts:
L = —a®(L,t) +4¢*8°(1,1) +20%(0,1) — 24*5°(0,1)

1
- [ @0 + 2 n) e
0
and applying the boundary conditions,

—a?(1L,1) - /0 (02(6.1) + 242 B3 (€. 1) de

S _CL7

(14)

L =
(15)
with ¢ = mingepo 1] {€1(2), e2(x)}.

B. Backstepping transformation and kernel equations

To map the original system (1)—(2) into the target system
(5)—(6), we look for a transformation defined as follows:

a(z,t) = u(x,t)—/OZK““(x,f)u(E,t)df

- [ K gue s (16)
Ba) = oot~ [ K@ Ou(e s

- [ Ko a7

Introducing (16)—(17) into (5)—(6), one obtains the equations
that the kernels must satisfy. To simplify the computations,
we introduce the following notation:

_ (K 8) K(x,8)
K(x7£) - ( Kvu(x’g) KUU(IL'7§-) )7

= (1) 0= (4 0
(et 7)o = (30 ).

a(z,t)

et = (ﬂ(m))'

Then the original plant, target system and transformation can
be written compactly (omitting dependences in = and t) as

C(x) =

=S, + Cuw(0.0) = Quu0.0).w(1.0) = (7 J18)

=27, 7(0,8) = Qov(0,1), 7(1,1) =0, 19)

= [ K gule i (20)
0

Introducing the transformation into the target system, using
the plant equations, integrating by parts, and using the bound-
ary conditions, we obtain a set of three matrix equations:

0 = Clx)+3(x)K(z,2) — K(z,2)X(x), (21

0 = X(x)Ku(w,&) + Ke(2,6)2(E) + K (2, (§)
—K(z,£)C(¢), (22)

0 = K(z,03(0)Q. (23)
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Expanding these terms, we get the following kernel equa-
tions:

e1(x) K" + e (§ K¢ —€1 ()K" — c2(§) K" ,(24)
a(r) K" — @K = K" — (K™, (25)
()K" —a (K" = QK™+ (K™, (26)
e2(x) K" + e2(§) K¢° —€; ()K" + e (§ K™, (27)

EQ(O)

KU(,0) = 2K (2,0, (28)
o _ ()
K = o e >
vu _ CQ('I)
K™ (z,2) = e1(x) + ea(w)’ (30)
K"(2,0) = q;l((()()))K““(x70). 31)

The equations evolve in the triangular domain 7 =
{(z,£) : 0 < ¢ <z < 1}. Notice that they can be written
as two separate 2 x 2 hyperbolic systems, one for K** and
K*"? and another for K" and K.

By Theorem 4 (see the Appendix), one finds that, under
the assumptions of Section II, there is a unique solution to
(24)-(31), which is in C(T).

C. The inverse transformation

To study the invertibility of the proposed transformation,
we look for a transformation of the the target system (5)—(6)
into the original system (1)—(2) as follows:

w(et) = m%w+A$m%%aa@w%
+ / C L8 (e, €)(E, 1) e, (32)
0 i
o(et) = ﬁ(w,t)+-J€ L0 (2, €)olE, t)de
+ / 188 (2, €)B(€, )de. (33)
0

Introducing (32)—(33) into (1)—(2), one obtains the equations
that the kernels must satisfy. Introduce as before the notation

L(z,§) = (L““(%f) L”‘/’(Lf))_

LP%(2,6) LPA(x.¢) 54

Then the inverse transformation can be written compactly as
wet) = @+ [ Laenena  6s)
0

Introducing the transformation into the original system we
find, proceeding as before, a set of kernel equations:

a(p) L3 + e (Lg™ = —€ (L™ + ci(x) L7, (36)
e (x) L3P — e(§) LY’ 4 ()L + 1 (x)LFP, (37)
ea(x) L — a1 (L™ = (L — ()L, (38)
(@)L + ()L = - (&)L — ca(w) L7, (39)

with boundary conditions

L°%(z,0) = ;621((00)>Laﬁ(:c,0), (40)
aff T _ Cl(x)

Lea) = S, (4D
et _ 62('7;)

L (ez) = e1(x) + ex(x)’ 42)

LPB(z,0) = ‘1:21((00))1;56*(95,0). 43)

Again by Theorem 4 (see the Appendix), one finds that
there is a unique solution to these equations, which is C(T).

D. Control law and main result

From the transformation (17) evaluated at x = 1, one gets

1 1
U= / KL, €)u(€, t)dé + / K™ (1,€)0(¢, 1)de. (44)
0 0

With this control law, we obtain our main state-feedback
result, summarized in the following theorem.

Theorem 1: Consider system (1)—(2) with boundary con-
ditions (3)—(4), initial conditions uq and vy, and with control
law (44) where the kernels K¥* and K'Y are obtained from
(24)—(31). Then, under the assumptions

€1,€2 € Cl([ov 1})7 C1,C2 € C([Ov 1])a Up, Vo € LQ([Ov 1])7 (45)

and €;(z), e2(x) > 0, the equilibrium v = v = 0 is expo-
nentially stable in the L? sense. Moreover, the equilibrium
is reached in finite time ¢t = tp, where ¢ty is given by (12).

Proof: Since the transformation (16)—(17) is invertible,
when applying control law (44) the dynamical behavior of
(1)—(2) is the same as the behavior of (5)—(6), which is well-
posed from standard results and whose explicit solution we
know. Thus, we obtain the explicit solutions of (1)—(2) the
system from the direct and inverse transformation, as follows:

wz, t) = 7 (z,1) + /0 Lie, (6, 0)dE,  (46)

where v*(z,t) is the explicit solution of the «, 5 system,
given by (10)—(11), with initial conditions:

Yo(z) = wo(x) — /O-T K(x,&)wo(&)dE.

In particular, we know that o and 5 go to zero in finite
time ¢ = tp, therefore v and v also share that property.
Finally, since the «, 3 system is L? exponentially stable,
we conclude, using the inverse transformation, that the u, v
system is also L? exponentially stable. [ ]

47

IV. A (COLLOCATED) BOUNDARY OBSERVER
A. Observer structure

Next we assume that we can measure u(x,t) at the
boundary x = 1, and design an observer to estimate both
infinite-dimensional states. The estimates are denoted by a
hat, and we construct our estimator as a copy of the system
with output injection terms, as follows:

—€1(x)ig + c1(2)0 + p1(x) (w(l,t) — 4(1,1)),48)
€2(2) 0y + ca(x)l + pa(x) (u(l,t) — a(1,1)), (49)

ﬂt:

Uy =
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with the following boundary conditions:

ﬂ(ovt) = q’lA)(O,t),
oLt = U)

(50)
(S

The terms p;(z) and po(x) are output injection gains to be
designed.

Subtracting the estimates from the states, we get the
estimation error system (error estimates are denoted by a
tilde):

i = —ep(x)ay + ()0 —pr(z)a(l,t), (52)
0y = €(2)0y + ca(x)t — pa(z)u(l,t), (53)
with the following boundary conditions:
a(0,t) = qv(0,1), (54)
o(1,t) = 0. (5%5)

B. Backstepping observer transformation

To find the output injection gains that guarantee that
the error system decays to zero, we use a backstepping
transformation to map the error system into the target system:

o = —e(x)ay, (56)
B = el@)Ba, (57)
with boundary conditions
a0,t) = qB(0,1), (58)
B(1,t) = o. (59)
The backstepping transformation is:
1
iet) = alwt) - [ P OaE 0
1 ~
7/ Puv(xag)ﬂ(gvt)dga (60)
~ ’ 1
i) = Bt~ [ PUoale i
1
- [ P (61

Introducing (60)—(61) into (52)—(53), one obtains the equa-
tions that the kernels must satisfy. Introducing, as before, the
following notation:

Pwo) = (g
s = (500 ae0= (500 )
w0 = (38 8)a-(50) @

Then the original plant, target system and transformation can
be written compactly as

Wy = YWy + Cw—F w( t), (63)
w(0) = Qow(0 ) ( ) = Quu(l), (64)
Y= XV Y Qw ) F(1) = Q17(1),(65)
w(z,t) = A(z,t) / P(x,8)A(&, (66)

Introducing the transformation into the estimation error
system we find as before the following system of kernel
equations:

with boundary conditions:

PY(0,8) = ¢P"(0,¢), (71)
UV o C1 (:E)

P (xa ‘T) - €1 (.Z') + €9 (IL‘) ) (72)
VU _ 02(33)

P (xz,x) = Ta@ + el (73)

PU0.€) = CPU0.0), 4)

and the additional conditions on the output injection kernels:

pl(x) = _61(1)Puu(x7 1)v
p2(x) = —€1 (1) P (z, 1).

(75)
(76)

By Theorem 4 (see the Appendix), one finds that there is
a unique solution to (67)—(74), which is in C(7). Thus the
output injection gains can be found and are continuous.

C. Inverse observer transformation

The inverse observer transformation is defined as:

a(z,t) = ﬂ(w,t)+/:Ro‘a(x,f)ﬂ(§7t)d§
+ / R (2, €)0(€, t)dE, (77)
Bla,t) = ﬁ(ﬂcvt)+/1 RO (2, €)a(€, t)de
+ / ROP (2, €)0 (&, 1) d, (78)
As before, defining:
R(,€) = ( D) s ) (19)
the transformation is written as
i) = o+ [ R ©alende (80

Introducing the transformation into the estimation error sys-
tem we find as before the following equations:

e1(r) Ry + e1(§) Rg™ —€} ()R — ¢3(€)R*P (81)
e1(z) RSP — ea(§)RE” H(ER™ — i ()R, (82)
e(x)RIY — el (ORY = (OR + (R, (83)
(@R + (R = —e(&)RY +c1(§ R, (84)
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with boundary conditions:

R**(z,0) = qR’*(x,0), (85)
aB _ Cl(x)

R (I,I) - €1(1’)+€2($), (86)
Ba ___ e@

R (‘/E7m) - 61(1)+€2(IE)7 (87)
ROP(x,0) = éRaﬁ(x,O) (88)

By Theorem 4 (see the Appendix), one finds that there is
a unique solution to (81)—(88), which is in C(7). Thus the
output injection gains can be found and are continuous.

D. Main observer result

From what has been shown, exponential stability of the
estimation error system follows, which implies that the state
estimates go to the real values as time grows. In fact, they do
in finite time. This is summarized in the following theorem,
whose proof we skip since it is identical to the proof of
Theorem 1.

Theorem 2: Consider system (52)—(53) with boundary
conditions (54)—(55) and initial conditions g and vy, with
output injection kernels given by (75)-(76), where P“* and
P are obtained from (67)—(74). Under the assumptions of
Theorem 1, the equilibrium u = v = 0 is exponentially stable
in the L? sense. Moreover, the equilibrium is reached in finite
time ¢t = tp, where tg is given by (12). This implies that
a(t)—u(, )l z2(0,1) = 0and [|[0(-, 1) —v (- ?)[|L2(0,1) = O
ast —tp.

V. COLLOCATED OUTPUT FEEDBACK CONTROL

Combining the full state feedback law and the observer
estimates, we propose a feedback law

1 1
:/O K““(l,{)ﬁ(f,t)df—l—/o K(1,8)0(&,t)dg, (89)

where 4 and ¥ are computed from

iy = —e(x)ly + c1(x)0
—e1(z) P (2, 1) (u(1, 1) — (1, 1)), (90)

U = €(x)0y + ca(x)h
er(z) P (x,1) (u(1,t) — a(1,t)), O
4(0,t) = ¢b(0,t), 0(1,t) = U, (92)

and where the kernels K and P are obtained from their
respective kernel equations. The following result follows
from standard arguments, combining Theorems 1 and 2.

Theorem 3: Consider system (1)—(2) with boundary con-
ditions (3)—(4), initial conditions uq and vg, and with control
law (89)—(92) where the kernels K¥* and K"V are obtained
from (24)-(31) and the kernels P“* and P"“ from (67)-
(74). Under the assumptions of Theorem 1, the equilibrium
uw = v = 0 of is exponentially stable in the L? sense.
Moreover, the equilibrium is reached in finite time ¢ = 2tp,
where tp is given by (12).

VI. THE CASE OF SMALL OR ZERO VALUES OF ¢

If the coefficient g is zero in (3), the method presented in
the paper is not valid since (31) would require the value of
one of the control kernels to be infinity in the boundary of
the domain 7. Similarly, if the coefficient is close to zero
one still gets very large values for the kernels close to the
boundary.

The method can be modified to accommodate zero or small
values of ¢ by setting a slightly different target system (5)—
(6), as follows:

(93)
(94)

o = —e(x)ag +g(z)B(0,),
Bt = 62(37)5937

where g(x) is to be obtained from the method; regardless of
the value of g(z), this is a cascade system which is still L?
exponentially stable by standard arguments.

The kernel equations resulting from the transformation
are still the same (24)—(27), with the same boundary con-
ditions (29)-(31) for K*¥ , K"* and K"’ (which reduces

to K"(x,0) = 0 when ¢ = 0), but one obtains an
undetermined boundary conditions for K™*:
K*"(z,0) = h(), (95)

where h(x) can be chosen as desired. After h(z) has been
chosen and the kernels have been computed, one must set
9(x) = g1 (0)K ™ (2, 0) — e2(0)K**(x, 0).

Invertibility of the transformation follows as before, thus
one obtains a result equivalent to Theorem 1. The non-
uniqueness in (95) gives the designer some freedom in
shaping the input function g(x) from § to a.

To design a boundary observer for small or zero g, it is
necessary to use measurements of v from the x = 0 end.
Then, the boundary condition (50) is modified to

a(0,1) = qo(0,2) +4(2(0,1) — v(0,1)),

where ¢ can be chosen as desired. Thus boundary condition
(54) is changed to

a(0,t) =

(96)

(g +q)v(0,1),

which implies that ¢ is substituted by ¢ + ¢ in the observer
kernel equations, a value that can be chosen to avoid large
boundary conditions of the kernels. A equivalent result to
Theorem 2 then follows.

To avoid the need of using measurements from the two
boundaries, one might design instead an anti-collocated
observer that requires only measurements of v at the un-
controlled end. We skip the details for lack of space.

o7)

VII. CONCLUDING REMARKS

In this work, we have solved the problem of boundary
stabilization and state estimation for a 2 X 2 system of
first-order hyperbolic linear PDEs with spatially varying
coefficients. We have shown L? exponential stability of the
state (and of the error system, for the boundary observer).

The method can also be applied if the system is not linear
but guasilinear, obtaining a local result; the details can be
found in [22]. There, it is shown that to guarantee well-
posedness of the closed-loop system one must obtain H?
stability [2], which requires the control kernels to be at least
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twice differentiable. The results of Theorem 5 guarantee this
degree of differentiability if the coefficients of the system
are smooth enough. The quasilinear case is of interest since
several relevant physical systems are described by 2 x 2
systems of first-order hyperbolic quasilinear PDEs, such as
open channels, transmission lines, gas flow pipelines or road
traffic models.

REFERENCES

[1] G. Bastin and J.-M. Coron, “Further Results on boundary feedback
stabilisation of 2 X 2 hyperbolic systems over a bounded interval,”
Proceedings of 8th NOLCOS, pp. 1081-1085, 2010.

[2] J.-M. Coron, B. d’Andrea-Novel and G. Bastin, “A strict Lyapunov
function for boundary control of hyperbolic systems of conservation
laws,” IEEE Transactions on Automatic Control, vol. 52, pp. 2-11,
2006.

[3] J.-M. Coron, G. Bastin and B. d’Andrea-Novel, “Dissipative boundary
conditions for one-dimensional nonlinear hyperbolic systems,” SIAM
Journal of Control and Optimization, vol. 47, pp. 1460-1498, 2008.

[4] A. Diagne, G. Bastin and J.-M. Coron, “Lyapunov exponential stability
of linear hyperbolic systems of balance laws,” to appear in Proceedings
of the 18th IFAC World Congress, 2011.

[5] M. Dick, M. Gugat and G. Leugering, “Classical solutions and feed-
back stabilisation for the gas flow in a sequence of pipes,” Networks
and heterogeneous media, vol. 5, pp. 691-709, 2010.

[6] V. Dos Santos and C. Prieur, “Boundary control of open channels
with numerical and experimental validations,” IEEE Trans. Control
Syst. Tech., vol. 16, pp. 1252-1264, 2008.

[7]1 J-M. Greenberg and T-t. Li, “The effect of boundary damping for the
quasilinear wave equations,” Journal of Differential Equations, vol.
52, pp. 66-75, 1984.

[8] M. Gugat and M. Herty, “Existence of classical solutions and feedback
stabilisation for the flow in gas networks,” ESAIM Control Optimisa-
tion and Calculus of Variations, vol. 17, pp. 28-51, 2011.

[91 R. P. Holten, “Generalized Goursat problem,” Pacific Journal of
Mathematics, vol. 12, pp. 207-224, 1962.

[10] M. Kirstic and A. Smyshlyaev, Boundary Control of PDEs, SIAM,
2008

[11] M. Krstic, Delay Compensation for Nonlinear, Adaptive, and PDE
Systems, Birkhauser, 2009.

[12] M. Kirstic and A. Smyshlyaev, “Backstepping boundary control for
first order hyperbolic PDEs and application to systems with actuator
and sensor delays,” System and Control Letters, vol. 57, pp. 750-758,
2008.

[13] T-t. Li, Global Classical Solutions for Quasilinear Hyperbolic Sys-
tems, Wiley, 1994.

[14] X. Litrico and V. Fromion, “Boundary control of hyperbolic conser-
vation laws using a frequency domain approach,” Automatica, vol. 45,
pp. 647-656, 2009.

[15] C. Prieur, “Control of systems of conservation laws with boundary
errors,” Networks and Heterogeneous Media, vol. 4, pp. 393-407,
20009.

[16] C. Prieur, J. Winkin and G. Bastin, “Robust boundary control of
systems of conservation laws,” Mathematics of Control, Signals, and
Systems, vol. 20, pp. 173-197, 2008.

[17] D. L. Russell, “ Controllability and stabilizability theory for linear
partial differential equations: recent progress and open questions,”
SIAM Review, Vol. 20(4), pp. 639-739, 1978.

[18] A. Smyshlyaev, E. Cerpa and M. Krstic, “Boundary stabilization of
a 1-D wave equation with in-domain antidamping,” SIAM Journal of
Control and Optimization, vol. 48, pp. 4014-4031, 2010.

[19] A. Smyshlyaev and M. Krstic, Adaptive Control of Parabolic PDEs,
Princeton University Press, 2010.

[20] R. Vazquez and M. Krstic, Control of Turbulent and Magnetohydro-
dynamic Channel Flow, Birkhauser, 2008.

[21] R. Vazquez and M. Krstic, “Control of 1-D parabolic PDEs with
Volterra nonlinearities — Part I: Design,” Automatica, vol. 44, pp.
2778-2790, 2008.

[22] R. Vazquez, J.-M. Coron, M. Kirstic and G. Bastin, “Local Exponential
H? Stabilization of a 2 x 2 Quasilinear Hyperbolic System using
Backstepping,” submitted to 50th IEEE CDC and ECC, 2011.

[23] C.Z. Xu and G. Sallet, “Exponential stability and transfer functions of
processes governed by symmetric hyperbolic systems,” ESAIM Control
Optimisation and Calculus of Variations, vol. 7, pp. 421-442, 2002.

APPENDIX
A. Well-posedness of the kernel equations

We show well-posedness of the following hyperbolic 4 x 4
system, which is generic enough to contain all the kernel
equation systems that appear in the paper:

4
(@) +ea(OF =gz, )+ Cri(w, O F'(2,€), (98)
=1

1=

4
61($)Fw2 _62(§)F§2 = gg(l‘, 5) +Z 02i<x7 g)FZ(:Ev é-)a (99)
i=1
4
e2(0)F — e (O FF = gs(w, &) + Y Cii(w, §)F' (x,€),(100)
=1
4
ea(2) F 4 e2(§)FE = ga(, )+ Cualw, ) F*(w,£),(101)
=1

evolving in the domain 7 = {(z,£) : 0 < & < x < 1}, with
boundary conditions:

FY(z,0) = hi(z) + q1(2)F*(z,0) + go(2) F3(x,0),(102)
F?(z,2) = ho(x), F*(z,z)= hs(z), (103)
F4(x,0) = hy(z) + g3(x)F?(2,0) + qu(x) F3(2,0).(104)

This type of system has been called “generalized Goursat
problem” by some authors [9]. However the boundaries
of the domain 7 are characteristic for (98) and (101),
thus the general results derived in [9] cannot be applied.
The following theorems discusses existence, uniqueness and
smoothness of solutions to the equations.

Theorem 4: Consider the hyperbolic system (98)—(104).
Under the assumptions

qi7hi S C([071])7 g“C]Z S C(T)7 7’7] = 1727374

and €1,e2 € C([0,1]) with €1(z), e2(x) > 0, there exists a
unique C(7) solution F?, i =1,2,3, 4.

Theorem 5: Consider the hyperbolic system (98)—(104).
Under the assumptions of Theorem 4, and the additional
assumptions

€iy Qi hl S CN([Oﬂ 1])’ glﬂCJZ € CN(T)7

there exists a unique C™V(7") solution F?, i = 1,2,3, 4.

We skip the proof of the theorems due to page limitation.
The steps used in the proof are transforming the equations
into integral equations (using the method of characteristics)
and solving them using a successive approximation method,
which results in a series solution. Thus existence and unique-
ness is proven. To prove smoothness of solutions, one takes
derivatives in (98)—(101) with respect to x and ¢ finding new
hyperbolic systems of equations which are formally similar
to (98)—(101). Applying Theorem 4 to this system one finds
solutions for these derivatives. Iterating this procedure, the
required degree of smoothness can be shown.

(105)

(106)
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