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Abstract— Manufacturing systems are event driven systems
and are therefore often considered from an event domain
perspective. Notions from control system theory are all char-
acterized in a time domain setting. In this paper the coupling
between both domains is investigated. Also the relevance of this
interconnection if control is applied to manufacturing systems
is shown.

I. INTRODUCTION

Manufacturing systems are mostly modelled and charac-
terized as discrete event systems. Their behaviors are driven
only by occurrences of different types of events. See [1]
for an overview of discrete event systems. One of the major
difficulties of analyzing discrete event systems is the fact that
those systems are hard to tackle in a general mathematical
framework which allows for analytical analysis of the sys-
tems. Especially, if one has the ambition to synthesize con-
trollers for those systems, lack of a mathematical framework
that allows for analytical manipulations is a disadvantage.
For some subclass of discrete event systems an algebra that
allows for some analytical study has been developed, see [2].
Based on this algebra some controller syntheses techniques
have appeared, see for example [3], [4] or [5]. However, in all
those papers modelling and controller synthesis is performed
in the so called event domain in which the notion of time
seems to be lost. In [9] an attempt is made to include the
notion of time. Because we want to enforce a certain behavior
in time of the manufacturing systems, by using control, the
control objectives that one specifies are usually also defined
in the time domain. A question that emerges is, how should
one relate or transform time based analysis from control
systems theory into event based notions as they are used
in for example [2], [3], [4] and [5]?

In this paper it is spelled out how a class of event driven
manufacturing systems, modelled in an event domain setting,
can be considered in a time domain context. The motivation
of this is to relate and apply conventional control system
theory notions as stability, robustness, controllability, observ-
ability, and time based formulations of control objectives to
event driven manufacturing systems modelled in an event
domain setting.

The paper is organized as follows. First the considered
manufacturing systems are formally defined in an event
domain setting. Next, the same manufacturing systems are
formally defined in a time domain frame work. The relation
between both settings is discussed in the next section. Then
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a manufacturing example in which the ideas are illustrated
is given. Finally some conclusions are drawn and potential
future work will be discussed.

II. TIMED MANUFACTURING SYSTEMS IN THE
EVENT DOMAIN

Discrete event systems can be specified by logic rules.
Events occurring should then satisfy these logic specifica-
tions. In general one can consider discrete event systems that
can evolve without time elapsing. In other words events are
occurring in the system while no time is elapsing. A subclass
of discrete event systems are timed discrete event systems. In
those systems, as in discrete event systems in general, events
are evolving as a result of other events that are taking place,
however, the key issue in timed discrete event systems is that
some time between events can elapse as well. Events occur
over time. This paper focusses on manufacturing systems
that can be categorized in this class of timed discrete event
systems, and will be called timed manufacturing systems.
We formally define timed manufacturing systems or timed
discrete event systems as

Σ = (K,W,B), (1)

with K = Z an event counter, W = R
n the signal space,

and B ⊆ W
K the behavior. In words, the manufacturing

system (1) is defined by K representing events of interest,
W representing the space in which the event driven signals,
containing time instances, take on their values and B a subset
of event trajectories W. The subclass of behaviors B that we
are considering are the behaviors B that at least guarantee
that all signals w(·) belonging to B have the property w(k−
1) ≤ w(k) or γw ≤ w, where γ is the event shift operator.
This property is a property that is characterizing for the
timed manufacturing systems that we are considering. The
sets K, W and the special property of B (w(k−1) ≤ w(k))
define the setting of a general manufacturing system, while
further restrictions on B formalizes the laws of a specific
considered manufacturing system. An example of a behavior
of a manufacturing system in this framework is

B = {w : Z → R
n | γw ≤ w, ”Physics of a specific

manufacturing system are satisfied”} .
(2)

In the following example an example of a manufacturing
system that fits in the considered framework is given.

Example 2.1: Consider a manufacturing system, which
consists of 2 processing units M1 and M2 with processing
times d1 and d2 respectively. Raw products are coming from
two sources, knowing product stream A and B. In Fig. 1 an
iconic model of a simple manufacturing system is given.
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Fig. 1. Considered manufacturing system (d1 < d2).

In which eA, eB, eM1 and eM2 are events defined as:
• eA :=Raw product from product stream A arrives.
• eB :=Raw product of product stream B arrives.
• eM1 :=Machine M1 starts processing.
• eM2 :=Machine M2 starts processing.

It is given, that once a raw product arriving for the k-th time
through one of the product streams is followed by a raw
product arriving for the k-th time through the other product
stream. Since, M2 is slower than M1 the following policy is
applied. The first raw product arriving for the k-th time, either
from A or B is processed on M2 and the second raw product
arriving for the k-th time, from A if B was first or from
B if A was first, is processed on M1. Further the machines
start processing as soon as a raw product is available for
the machines and the previous processes on the machines
have been finished. The considered manufacturing system
can be modelled in the framework of (1). This is done by
defining the following variables wA(k), wB(k), wM1(k) and
wM2(k) which represent time instances at which the events
eA, eB, eM1 and eM2 occurred for the k-th time respectively.
The behavior B that defines the considered manufacturing
system is now defined as

B =
{

w = [wA,wB,wM1 ,wM2 ]
T : Z → R

4 | γw ≤ w,

γwA ≤ wB,

γwB ≤ wA,

wM1 = max(γwM1 +d1,max(wB,wA))
wM2 = max(γwM2 +d2,min(wB,wA))

}
.

(3)

The system in (2) can have certain properties. One nice
property (2) can possess is for example event shift invariance.

Definition 2.1: A system Σ = (K,W,B) is said to be
event shift invariant iff

w(·) ∈ B ⇒ γcw(·) ∈ B, ∀c ∈ Z. (4)
Note that γcw(·) means that the signal w(·) is shift c event
counter steps. Another system property is L-completeness,

Definition 2.2: A system Σ = (K,W,B) is said to be L-
complete if for some L ∈ N

w(·) ∈ B ⇔ γcw(·)|[0,L] ∈ B|[0,L], ∀c ∈ Z. (5)
We call Σ static if L = 0. A question that arises is: when
can one write a manufacturing system, as for example
given in Example 2.1, as a behavioral difference equation?
What properties of the behavior B allow the system to be
represented by a difference equation which is in the general
case defined as

B =
{

w : Z → R
n | γw ≤ w, f1(w,γw, ...,γL−2w,

γL−1w) = f2(w,γw, ...,γL−2w,γL−1w)
}

,
(6)

where L is called the lag of the system. In [7] a proposition is
given that answers the question for discrete time dynamical
systems. Since in the world of discrete time dynamical
systems the time axis is of a discrete nature and in (1) the

event axis K is also of a discrete nature, the proposition in
[7] can trivially be be adapted to our context and then reads

Proposition 2.1: Consider Σ = (K,W,B) in (1). The fol-
lowing conditions are equivalent

i) Σ is event shift invariant and L-complete;
ii) Σ can be described by a behavioral difference

equation with lag L.

III. TIME BASED REPRESENTATION

The same event driven timed manufacturing system Σ in
(1) can also be considered in time. In [7] a way to present
the system dynamics as function of time is proposed. For
the timed manufacturing systems that we are considering a
formulation in this modelling framework would look like

ΣT = (T,WT ,BT ), (7)

with T = R the time axis, WT = Z
n the signal space, and

BT ⊆W
T

T
the behavior. In words, the manufacturing system

(7) is defined by T representing time instants of interest, WT

representing the space in which event counters take on their
values, and BT a subset of WT to which all allowable
time trajectories of the system belong to. The subclass of
behaviors BT that we are considering are the behaviors BT

that at least guarantee that all signals wT (·) satisfying BT

have the property wT (t − τ) ≤ wT (t),∀τ > 0 or στ wT ≤
wT ,∀τ > 0, where σ is a time shift operator. The sets T,
WT and the special property of BT (στ wT ≤ wT ,∀τ > 0)
define the setting of a general manufacturing system, while
further restrictions on BT formalizes the laws of a specific
considered manufacturing system. An example of a behavior
of a manufacturing system in this frame work is

BT = {wT : R → Z
n | στ wT ≤ wT ,∀τ > 0, ”Physics

of a specific manufacturing system are satisfied”} .

(8)
Example 3.1: We consider again the system in Example

2.1 of which the iconic representation is given in Fig. 1. The
considered manufacturing system in this example can also be
modelled in the framework of (7). To make this concrete we
define the functions wTA(t), wTB(t), wTM1

(t) and wTM2
(t).

The functions are ”counter” functions that count how many
times the events eA, eB, eM1 and eM2 have occurred in time
respectively. The behavior BT that defines the considered
manufacturing system is now defined as

BT =

{
wT =

[
wTA ,wTB ,wTM1

,wTM2

]T
: R → Z

4 |

στ wT ≤ wT , τ > 0, wTA ≥ wTB +1, wTB ≥ wTA +1,

wTM1
= min(σd1wTM1

+1,min(wTB ,wTA))

wTM2
= min(σd2wTM2

+1,max(wTB ,wTA))

}
.

(9)

IV. INTERCONNECTION EVENT DOMAIN AND
TIME BASED REPRESENTATION

In this section the coupling between the modelling frame-
works considered in sections II and III is discussed. Assume
one has a timed manufacturing system of which a description
can be obtained in the form of (1) and (7). A natural question
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that arises is whether or not the signals obeying the laws of
(1) can somehow be related to the signals obeying (7) and
vice versa. If a relation exits that links the signals of both
domains in a unique manner, then we call the manufacturing
system considered in either (1) or (7) similar.

Definition 4.1: Let Σ = (K,W,B) and ΣT =
(T,WT ,BT ) be a description for a timed manufacturing
system, then Σ and ΣT are similar iff there exists a bijection
π : WT → W such that wT ∈ BT ⇔ π(wT ) ∈ B.
For π to be a bijection the following properties must hold

1) Injective (one-to-one): For every wT1 , wT2 ∈ BT ,
π(wT1(t)) = π(wT2(t)) ⇒ wT1(t) = wT2(t)

2) Surjective (onto): For every w(k) ∈ B, there exists
wT (t) ∈ BT such that π(wT (t)) = w(k).

A necessary condition for the injective property, is that the
system should at least be observed for a time span of ∆. The
time span ∆ is a measure for the memory span of the system
and is defined in [7] as

Definition 4.2: Let ΣT = (T,WT ,BT ) be a dynamical
system, then ΣT is said to have memory span ∆ (∆ ∈ T,∆ >

0) if wT1 , wT2 ∈BT , wT1(t) = wT2(t) for t1 ≤ t < t1 +∆ ⇒
wT1 ∧wT2 ∈ BT . Where ∧ denotes concatenation (at time
t1), defined as

(wT1 ∧wT2)(t) =

{
wT1(t) for t < t1
wT2(t) for t ≥ t1.

(10)

A system with a memory span ∆ must in general be observed
for a time span ∆ to be able to conclude whether or not two
signals wT1 ∈ BT , wT2 ∈ BT are equivalent (wT1 = wT2 ).
And thus it is necessary to observe a signal at least for a
time span ∆ to obtain the injectivity property for π .

Theorem 4.1: Let Σ = (K,W,B) and ΣT =
(T,WT ,BT ) be a description of a timed manufacturing
system. Assume Σ = (K,W,B) is an event shift invariant
description which is L-complete (Definition 2.2). If the
timed manufacturing system is observed for a time span ∆
in time and the function wT (t) is right continuous 1, then
π : WT → W defined as,

wi(k) = π(wTi(t)) = inf
wTi

(t)≥k, t∈R

t, i = {1, ...,n} ,∀k ∈ Z

(11)
is a bijection such that wT ∈ BT ⇔ π(wT ) ∈ B, if the
signal w and wT correspond to the same physical events in
the system.

Proof: First the ”specific physics of a manufacturing
system” for both event and time domain, see (1) and (7)
respectively, is ignored. The following behaviors then follow

B
∗ = {w : Z → R

n | γw ≤ w} and (12)

B
∗
T = {wT : R → Z

n | στ wT ≤ wT ,∀τ > 0} . (13)

Substituting (11) in the property (γw ≤ w) defined in the
behavior given in (12) leads to the following inequality(

inf
wTi

(t)≥(k−1), t∈R

t

)
≤

(
inf

wTi
(t)≥k, t∈R

t

)
, ∀k ∈ Z. (14)

1limt→a+ wT (t) = wT (a), ∀a ∈ T

Note that the inequality in (14) can only be satisfied for all
k if the non-decreasing property (στ wT ≤ wT , ∀τ > 0) in
(13) is satisfied as well.

Let us now take the ”specific physics of a manufacturing
system”, that has been ignored, into account. The systems
behavior B under consideration is event shift invariant and
L-complete. According to Proposition 2.1 this means that the
systems behavior can be formulated as a difference equation
with lag L in the domain presented in (1). The behavioral
difference equation in its general form has already been given
in (6). Note that (11) says that

w = π(wT ), γw = π(wT +1), ...,γL−2w =
π(wT +(L−2)1),γL−1w = π(wT +(L−1)1).

(15)

Using (6) and the relations given in (15) and using the
derived equivalence relation for γw ≤ w, found earlier, the
time domain behavior must then consequentially be of the
form

BT = {wT : R → Z
n | στ wT ≤ wT ,∀τ > 0,

fT ,1(wT ,wT +1, ...,wT +(L−2)1,wT +(L−1)1) =
fT ,2(wT ,wT +1, ...,wT +(L−2)1,wT +(L−1)1)

}
.

(16)
The question however, is whether or not the arguments of
fT ,1 and fT ,2 as they appear in (16) actually belong to BT .
The answer is yes, because it was assumed that the signals
w and wT correspond to the same physical events in the
system, hence

γcw ∈ B ⇔ wT + c1 ∈ BT , ∀c ∈ Z. (17)

This means that the arguments of fT ,1 and fT ,2 as they
appear in (16) belong to BT .

Example 4.1: Consider again the timed manufacturing
system from Example 2.1 presented in Fig. 1. The timed
manufacturing system can be described in the domain of (1)
with the behavior defined as

B =
{

w = [wA,wB,wM1 ,wM2 ]
T : Z → R

4 | γw ≤ w,

γwA ≤ wB, γwB ≤ wA, d1 ∈ [5,9] , d2 ∈ [4,5] ,
wM1 = max(γwM1 +d1,max(wB,wA))
wM2 = max(γwM2 +d2,min(wB,wA))

}
.

(18)
Note that the processing times of the machines are not con-
stant this time. Every time the machines M1 and M2 processes
a job, their processing times d1 and d2 change within some
bounded sets d1 ∈ [5,9] and d2 ∈ [4,5] respectively. The
considered system is event shift invariant, because for any
signal w(·) ∈ B that is shifted some arbitrary event steps
γcw ∀c ∈ Z, there holds{

γcw : Z → R
4 | γ(c+1)w ≤ γcw, γcwA ≤ wB,

γcwB ≤ wA, d1 ∈ [5,9] , d2 ∈ [4,5] ,

γcwM1 = max(γ(c+1)wM1 + γcd1,max(γcwB,γcwA))

γcwM2 = max(γ(c+1)wM2 + γcd2,min(γcwB,γcwA))

}
= B.

(19)
Hence, Definition 2.1 is true for the considered timed
manufacturing system. Note that the lag L of the timed
manufacturing system is 1. All signals belonging to B, which
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are arbitrarily event shifted (γcw ∀c ∈ Z) and observed over
an interval [0,1] of the event axis K, also belong to the
behavior B specified only on an interval [0,1] of the event
axis K. The system is thus L-complete (Definition 2.2). The
manufacturing system is event shift invariant and L-complete,
and hence the proposed bijection π proposed in Theorem 4.1
can be applied to (18). This results in a behavior of the type
considered in (8), which for this example reads

BT =

{
wT =

[
wTA ,wTB ,wTM1

,wTM2

]T
: R → Z

4 |

στ wT ≤ wT ,∀τ > 0, wTB ≥ wTA +1, wTA ≥ wTB +1
wTM1

= fT ,21(wTM1
+1,wTB ,wTA ,d1), d1 ∈ [5,9]

wTM2
= fT ,22(wTM2

+1,wTB ,wTA ,d2), d2 ∈ [4,5]

}
.

(20)
An analytical expression for fT ,21 and fT ,22 cannot trivially
be derived. However, if one assumes d1 and d2 are constant
processing times (20) can be written as

BT =

{
wT =

[
wTA ,wTB ,wTM1

,wTM2

]T
: R → Z

4 |

στ wT ≤ wT ,∀τ > 0, wTB ≥ wTA +1, wTA ≥ wTB +1
wTM1

= min(σd1(wTM1
+1),min(wTB ,wTA))

wTM2
= min(σd2(wTM2

+1),max(wTB ,wTA))

}
.

(21)
And hence, this boils down to the derived time domain
behavior in Example 3.1.
From the above example, one can learn that although the
analytical structure of a timed manufacturing system can be
derived straightforwardly in the event domain, the analytical
structure of the same manufacturing system in the time
domain appears to be very hard or impossible to obtain.
In a control environment one usually wants to manipulate
the behavior of the system in time, therefore it would be
beneficial to use models in the time domain as well. But we
have just shown (Example 4.1) that it is difficult to obtain a
useful analytical model for the systems under consideration
in the time domain. However, if the relation (π) between
both domains is known, it is not necessary to know the
mathematical structure of the system in time domain a
priori to conclude about the behavior of the system in the
time domain. The notion of the time and event domain
interconnection could be used to investigate what issues
as stability and for example robustness, as we know from
time domain, mean in an event-driven timed manufacturing
systems environment. Also with issues as controllability and
observability properties of timed manufacturing systems, the
knowledge of the linkage between event and time domain
might be valuable. Of course not all of these issues can
be discussed here. As to give an illustration in which the
notion of the coupling between both domains can be used, a
practical timed manufacturing example is spelled out in the
next section.

V. ILLUSTRATIVE MANUFACTURING EXAMPLE

Consider a timed manufacturing system as depicted in
Fig. 2. The considered system is a manufacturing line, which

M1 M
2

d1 = 3 d2 = 4B1 B2

xT1(t) xT2(t)
xT3(t) = yT (t)

uT (t)

Fig. 2. An example of a manufacturing line.

consists of 2 processing units M1 and M2 with processing
times d1 and d2 respectively. Raw products enter the line
from one source at the beginning of the line. Before products
can enter either machine M1 or M2, they have to pass through
buffers B1 and B2 respectively. Both buffers have a capacity
for at most two products. A machine will start processing a
product, if there is a product present in the buffer in front
of it and if the previous product has left the machine. The
variables that can be used to model the system are given
in Fig. 2. Here uT (t), xT1(t), xT2(t) and xT3(t) = yT (t)
represent the number of times, a raw product is released,
a product has entered buffer B1, a product has entered
buffer B2 and a product has left the manufacturing line at
time t respectively. Note that the signals are of the type
that belong to the modelling framework presented in (7),
wT (t) =

[
uT (t) xT1(t) xT2(t) xT3(t)

]
which belong to a

specific behavior BT . In the system the function uT (t) is
a function which can be manipulated within certain bounds
specified in BT and is called the input of the system. It can
be shown, for the considered manufacturing system, that the
behavior in the event domain B is defined as

B =
{

w = [u,x1,x2,x3] : Z → R
4 | γw ≤ w,

x1 = max(γ3x2,u), x2 = max(x1 +d1,γx2

+d1,γ3x3), x3 = max(x2 +d2,γx3 +d2)
}

.

(22)

A. Formulation of an MPC scheme

Given is a manufacturing system observed in the time
domain. Take as example the system defined in Fig. 2.
Assume that all variables of the manufacturing system, which
are present in wT , have been observed in the past until
the current time t = tc for at least ∆ time (Definition 4.2).
Based on these observations, together with the input function
uT (t) being defined for t ∈ [tc, tc +Tp], a signal wT (t)∈BT

is uniquely defined for t ∈ [tc, tc + Tp]. In other words, a
prediction of the future behavior of the system is obtained
for t ∈ [tc, tc + Tp]. Based on the given arguments, an MPC
strategy can be formulated for the example. In an MPC
strategy an input signal (ūT ) of the system over a time
horizon of t ∈ [tc, tc + Tp] is obtained by minimizing a cost
criterion JT subject to all the system’s allowable signals
w̄T (t)|[tc,tc+Tp] that belong to BT . The obtained optimal
input function ū∗

T
(t)|[tc,tc+Tp] is then applied to the system

during a certain time interval t ∈ [tc, tc +δ ] (open-loop). For
some fixed δ > 0 the problem can be formally written as

min
ūT (·)

JT (w̄T (t)) =
∫ tc+Tp

tc
LT (w̄T (τ))dτ (23)

subject to w̄T (t) ∈ BT t ∈ [tc, tc +Tp],
w̄T (t) = wT (t) t ≤ tc,
uT (t) = ūT (t) t ∈ [tc, tc +δ ].
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Note that a distinction is made between the true system
signals and the internally obtained signals in the controller
by writing a bar on the internally obtained signals. Due
to disturbances and model uncertainties the internally
obtained system trajectories will differ from the real systems
trajectories. To introduce a feedback mechanism we solve
the optimization problem given in (23) repeatedly after each
δ time intervals. A typical cost function JT that one would
like to minimize in a timed manufacturing environment is
for example.

JT =
∫ tc+Tp

tc

(
|ȳT (τ)− yr

T
(τ)|+λ |ūT (τ)−ur

T
(τ)|

)
dτ.

(24)
Here ȳT (t) (internally obtained output) represents a signal
from w̄T (t) that one wants to control, and ūT (t) (internally
obtained input) is a signal from w̄T (t) that the controller can
still define within certain bounds that are specified in BT .
The signal ȳT (t) is enforced to track a certain prescribed
reference signal yr

T
(t) by minimizing the cost function in

(24). Also the input ūT (t) is enforced to track a certain
prescribed reference ur

T
(t) by minimizing the cost function.

The reference signals yr
T

(t) and ur
T

(t) are predetermined
signals satisfying the behavior BT of the system. In a
manufacturing system environment the signals yr

T
(t) and

ur
T

(t) can be thought of as the ”schedule” for the system.
Further λ is a weighting parameter, which can be used to
specify the ratio of importance of tracking ȳT (t) or ūT (t).

B. Solving the MPC problem

Solving the MPC problem, as formulated in (23), is a
difficult task. However, using the assumptions and knowledge
from Theorem 4.1, one can transform the MPC problem,
as formulated in (23), to the event domain. This is done
according to the following three steps. First the signal
information, needed for re-initialization of the model in the
controller, is translated to similar information needed to re-
initialize a model in the event domain. The cost criterion JT

in (23) is then translated to the event domain (J). Next, the
computed input sequence in the event domain, obtained by
minimizing the converted cost criterion subject to a model in
the event domain, is translated back to the time domain. The
three steps will be explained in more detail in the following
three subsections.

1) Signal conversion for re-initialization: As mentioned
before, the model, used in the MPC controller, has to
be re-initialized with new information by using measured
signals of the system. In the previous section V-A it was
explained that the needed information for re-initialization
in time domain is given by the signal wT (t)|[tc−∆,tc]. If
an event domain model in the form of (22) is used, one
needs in general the L−1 latest event lags w(k)|[kc−(L−1),kc]

(see (6)) occurred just before the current time tc for the re-
initialization of the model. Together with the input signal in
the event domain represented by u(k)|[kc+1,kpu ], which is a
sequence of time instances of event occurrences known for
the event counter interval k ∈ [kc +1,kpu ], a signal w from
B is uniquely defined over an interval of event counters

k ∈ [kc +1,kpu ]. The signal w(k)|[kc−(L−1),kc] can be obtained
using the proposed bijection π defined in Theorem 4.1, hence

w(k)|[kc−(L−1),kc] = π(wT (t), t ≤ tc) (25)

2) Conversion of cost criteria: A typical cost criterion
that one would like to minimize in a timed manufacturing
environment is for example the one given in (24). Due to
the characteristic type of signals, the system allows for, the
integral in (24), defining the cost functional JT , can be
written as a finite sum in the event domain. It is assumed
that Theorem 4.1 holds, thus one can consider the signals
in (24) also in the event domain by interchanging the time
and event axis (follows from (11)). In Fig. 3 a graphical
representation of this for a single input output case is given.
The vertical axis represents the time axis T from (7) and

tc

tc +Tp

Tp

tim
e

do
m

ai
n

event domain

costȳ
ū u

y
uryr

kc kc̃yr
kc̃ur

kp̃yr
kp̃ur

kpȳ kpūkcu

Fig. 3. Graphical representation of the costs.

the horizontal axis represents the event axis K from (1). The
counters kc, kc̃yr

, kcu , kc̃ur
, kp̃yr

, kp̃ur
, kpy and kpu represents

the number of times a particular event, of which the counter
evolution in time is described by the signals ȳT (t), yT (t),
yrT (t), urT (t), ūT (t) and uT (t) respectively, occurred for
the first time just before or on the time instance tc and tc +Tp

respectively (see Fig. 3 for details). The grey coloured areas
in Fig. 3 represent the costs that one wants to minimize. In
case of time domain optimization, one will try to minimize
the grey area by searching for ūT (t)|[tc,tc+Tp] (theoretically
an infinite number of design variables), such that the grey
area will become as small as possible. An optimization in the
time domain will thus lead to a search through the feasible
solution space which is along the discrete horizontal axis in
Fig. 3. In case of an event domain optimization, one will try
to minimize the grey area by searching for ū(k)|[kc+1,kpu ]

(a
finite number of design variables), such that the grey area
in Fig. 3 will become as small as possible. An optimization
in the event domain will thus lead to a search through the
feasible solution space which is along the continuous vertical
axis in Fig. 3. Note that the cost function JT defined in the
time domain as (24) can thus be rewritten in the event domain
as ∫ tc+Tp

tc

(
|ȳT (τ)− yrT (τ)|+λ |ūT (τ)−urT (τ)|

)
dτ �
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kc̃yr

∑
k=kc+1

max(ȳ(k)− tc,0)+

kp̃yr

∑
k=kc̃yr +1

max(ȳ(k)− yr(k),

yr(k)− ȳ(k))+

kpy

∑
k=kp̃yr +1

max(tc +Tp − ȳ(k),0)+

λ
kc̃ur

∑
k=kc+1

max(ū(k)− tc,0)+λ
kp̃ur

∑
k=kc̃ur +1

max(ū(k)−ur(k)

,ur(k)− ū(k))+λ
kpu

∑
k=kp̃ur +1

max(tc +Tp − ū(k),0) = J(w̄(k)).

The optimization problem that we have to solve, can now be
formulated as

min
ū(kc+1),...,ū(kpu )

J(w̄(k)) (26)

subject to w̄(k) ∈ B k ∈ [kc +1,kpu ],
w̄(k) = w(k) k ∈ [kc − (L−1),kc].

For the example given in Fig. 2, of which the behavior B

in the event domain is defined in (22), one can write the
equations defining the specific physics of the manufacturing
system in a recursive form x(k) = f(x(k − 1),u(k)). The
term w̄(k) ∈ B, k ∈ [kc + 1,kpu ] in (26) can then, for the
example, be substituted by

x̄(k) = f(x̄(k−1), ū(k)) k ∈ [kc +1,kpu ],
ū(k) = u(k) k ∈ [kc +1,kcu ],
ū(k +1) ≥ ū(k) ≥ tc k ∈ [kcu +1,kpu −1].

(27)

If the function f in (27) is of a max-min-plus-scaling type,
one can use an efficient (convex) solution method proposed
in [6] to solve (26). In our example the function f in (27)
is of a max-plus linear type, which is a subclass of the
max-min-plus-scaling functions. For max-plus linear systems
a solution method for the optimization problem in (26) is
proposed in [5].

3) Back to the time domain: The obtained signal
ū(k)|[kc+1,kpu ] obtained by solving (26) can be converted to
the time domain by using the dual relation of the bijection
π proposed in (11) which is denoted by π−1

uT (t) = π−1(ū(k)) = sup
ū(k)≤t, k∈Z

k, t = [tc, tc +δ ] . (28)

The control strategy is applied to the manufacturing line
given in Fig. 2. A simulation result for δ = 1, Tp = 50 time
units and λ = 1 is shown in Fig. 4. After a machine failure
the manufacturing line runs behind schedule. At time t = 57,
for some initial configuration of the manufacturing system,
a recovery to the schedule yr

T
(t) and ur

T
(t), in an optimal

sense, has been obtained due to the proposed control strategy.

VI. CONCLUSIONS

The relation between event domain modelling of a class
of event driven timed manufacturing systems and the time
domain has been obtained. The practical relevance of it has
been shown on a typical manufacturing control problem
which is untractable in the time domain, but is relatively
easily solved in the event domain. Future investigations will

u T
y T

x T
1
−

x T
2

x T
2
−

x T
3

time [units]

Output yT (t)
Reference yrT

(t)
Input uT (t)
Reference urT

(t)

Fig. 4. Above: The response of the signals yT (t) and uT (t) compared to
yr

T
(t) and ur

T
(t) respectively. Below: Amount of products present in B1,

M1 (xT1 (t)− xT2 (t)) and B2, M2 (xT2 (t)− xT3 (t)) as function of time t.

be about how the notions of stability, robustness, observabil-
ity and controllability that we have in the time domain can
be used in the event domain by using the knowledge of the
interconnection between both domains.

REFERENCES

[1] C.G. Cassandras, Stephane Lafortune, Introduction to Discrete Event
Systems (The Kluwer International Series on Discrete Event Dynamic
Systems), Kluwer Academic Publishers, September 1999.

[2] F. Baccelli, G. Cohen, G.J. Olsder, J.P. Quadrat, Synchronization and
Linearity: An algebra for discrete event systems, New York: Wiley
1992

[3] B. Cottenceau, L. Hardouin, J.L. Boimond, Model Reference Control
for Timed Event Graphs in Dioids. Automatica, 37, 1451-1458, August
2001

[4] C.A. Maia, L. Hardouin, R. Santos-Mendes, B. Cottenceau, Optimal
Closed-Loop Control of Timed Event Graphs in Dioid, IEEE Transac-
tions on Automatic Control, Vol. 48 , Issue 12, 2284-2287, December
2003.

[5] B. de Schutter, T. van den Boom, Model predictive control for max-
plus-linear discrete event systems, Automatica 37(7):1049-1056, July
2001.

[6] B. de Schutter, T. van den Boom, Model predictive control for
max-min-plus-scaling-systems: Efficient implementation, Proceedings
of the 6th International Workshop on Discrete Event Systems
(WODES’02), Zaragoza, Spain, 343-348, October 2002.

[7] J.C. Willems, Paradigms and Puzzles in the Theory of Dynamical
Systems, IEEE Transactions on automatic control, Vol. 36, No. 3,
March 1991.

[8] J.W. Polderman, Jan C. Willems, Introduction to Mathematical Sys-
tems Theory: A behavioral Approach, Springer-Verlag January 1998.

[9] J.A.W.M. van Eekelen, E. Lefeber, B.J.P. Roset, H. Nijmeijer and J.E.
Rooda, Control of Manufacturing systems using state feedback and
linear programming, 44th IEEE Conference on Decision and Control
and European Control Conference, Seville, (Spain). 12-15 December
2005.

451


	MAIN MENU
	PREVIOUS MENU
	---------------------------------
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




