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Abstract

The core of chemical plants is the chemical conversion section where reactants are converted to products or intermediate products. The chemical conversion proceeds along a path or line of production where basic operations such as, reaction, heat transfer, mixing, etc take place. A generic model of the basic operations is formulated on the path. A method for systematic design of the chemical conversion process is discussed and applied on the methanol synthesis process. 
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1. Introduction
A process design is to a large extent a consequence of developments on catalyst, reaction routes, fluid type etc. Developments at this primary level of development determine the structure of the chemical system and the kinetics. If the process economics looks feasible, the next step is to find a suitable reactor and a complete process in which to deploy the system on a larger scale. The selection of a process structure and type of equipment are often based on comparison to similar systems. Design choices are often made on the basis of past experience or trial-and-error using laboratory tests and repeated simulation. These activities are necessary, but are not always sufficient and the best possible design may be missed. A systematic method for conceptual design of the chemical conversion is focused here. In two earlier articles Hillestad (2004, 2005) a systematic procedure for design of reactor networks was proposed. The method is based on a design model formulation with embedded design functions. Here, the optimization problem is solved by parameterizations of the design function and by a constrained nonlinear optimization solver. The effect of the different design functions are analyzed for the synthesis of methanol from syngas.
A complete literature review over the field will not be given here. However, there are two main approaches to the problem; the superstructure optimization and systematic generation of process structures. One of the first superstructure optimization approaches was the one by Jackson (1968). A superstructure, composed of CSTRs and PFRs approximated by a series of equal sized sub-CSTRs, was presented by Kokossis and Floudas (1994) and the resulting mixed-integer nonlinear program (MINLP) was solved. The computational task is formidable. There has been great progress of solving mathematical MINLP problem, and still there is a focus on the formulation and solution of the mathematical program.  The most known systematic design generation method is the attainable region method. Horn (1964) was the originator of the method, while considerable developments have been made by Feinberg (2002), Glasser et al. (1987), and others. Achenie and Biegler (1990) studied constant dispersion reactors and solved the synthesis problem as an optimal control problem. 

2. The design strategy
Most chemical plants can be partitioned into a feed pretreatment section, a chemical conversion section, post-treatment of raw products and process utilities. The chemical conversion process is normally more than a single reactor. In addition to reactors, it will often include heat exchangers, separators, compressors and recycle. The proposed method is limited to design of the chemical conversion section. As with this approach, the design of the conversion section may be divided into four distinct activities; 1) path optimization; design function and parametric optimization, 2) interpretation of design functions into unit operations, 3) recycling and feed integration and 4) energy integration - heat exchanger network. These activities are performed in sequence and repeated. The design process is hardly a one-shot process, but rather an iterative one where the design engineer tests different presuppositions, boundary conditions, maximum allowed heat transfer area and reactor volume etc. Here, the focus is on path optimization. 

2.1. The Path 

The idea is to simplify the design problem by utilizing the fact that most chemical conversion process proceeds along a path or a line of production. The reactants go through a series of basic operations and end up as products or intermediate products. However, recycle of unconverted reactants and the possibility of integrating two or more paths must be possible. Basic operations like reactions, heat exchange, fluid mixing, extra feedings, phase change, separation and pressure change take place on the path in order to convert raw material into desired products. A set of design functions representing the basic operations are defined.
2.2. The design model and design functions
A central part of the method is a design model, describing how process states change along the path as function of the design functions. Here, a consistent model formulation is presented, handling transformation between different species where reactions and phase change are treated equivalently. The vector x is the primary states and may consist of mol fractions and temperature, x = [y; T]. In addition, the change of molar flow relative to the initial γ = F/F0 represents a state variable. The path length is the volume fraction relative to the total residence volume, ξ = V/VR. The space-time of the path is σ = VR/F0. On molar basis, the design model is:
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The whole state vector is z = [x; ] and will in addition consist of states describing pressure and fluid volume changes along the path. The model is a system of ODE with known initial conditions, dz/d= f(z,u). The rates of the phenomena are represented by a vector r, which will affect several state variables. A “stoichiometric” matrix, N, defines the relation between component rates and reaction rates, R = Nr. The variable ∑R is the sum of all component rates and is the total change rate of mol number. The design model is able to represent a sequence of unit operations along a path. The matrix E = diag(0 …0, 1) indicate that the terms where E occurs only effect the temperature. The vector function u(ξ) contains the following design functions:
1. The design function uM(ξ) determines the mixing configuration along the path. It can be shown that when uM is zero, equation 1 represents a PFR model and when uM increases proportionally to the path length ξ, equation 1 becomes the CSTR equation. For a CSTR, the variable uM will start from zero and increase proportionally with the path length ξ. The task of synthesizing a sequence of ideal reactors along the path is represented by the design function uM(ξ). A structure where a CSTR is in parallel with a PFR with the same residence volume is represented by a function with an intermediate slope 0< β <1, where β is the fraction of the flow going through the CSTR.
2. The design functions uF,j(ξ) = j represent the distribution of extra feed along the reactor path, where j is the feed rate [mol/(m3s)] of feed j. One design function is associated with each extra feed composition xF,j. 

3. The design function uH(ξ) = Ua/cp defines the heat transfer area distribution along the path. uH is dimensionless and is sometimes called the Stanton number, where a is the heat transfer area density [m2/m3] and U is the overall heat transfer coefficient. For practical reasons, the most feasible profile of uH(ξ) is a piece-wise constant function.
4. The design function uT(ξ) is the cooling/heating medium temperature profile. The temperature design uH is the temperature element of xw in equation (1) above.
5. The design function uA(ξ) is the catalyst activity or catalyst dilution. This function will appear directly in the kinetic model and is a measure of the concentration of active sites. 

6. The scalar σ is the total space-time and may also be subjected to optimization.
2.3. Path optimization

The optimization of the design functions is equivalent to an optimal control problem.
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In addition, we may want to impose constraints on the temperature and other variables along the path, represented by h(z,u) (0. Optimal control theory is mature and there are many optimization strategies that may be applied. A group of methods are indirect methods where adjoint variables or co-states are solved for. Dynamic programming which utilizes the Hamilton-Jacobi-Bellmann formulation is one such method. Pontryagin maximum principle is a similar method. In the two previous articles, Hillestad (2004, 2005),  a direct method with control vector iteration was applied.

Here, we apply a direct method, where the design functions are parameterized by a finite number of parameters and the model is solved in sequence (control vector parameterization). The objective function is maximized subject to all the constraints and model formulation, by adjusting the parameters. State-of-the-art SQP solvers may be applied to solve the problem. This approach is more flexible than indirect methods with respect to constraints on the state variables. The whole volume is divided into nr regions and a region has the volume fraction Δi, where ΣiΔi = 1 and the size of each region is subject to optimization. The design function uM(ξ) is parameterized by piecewise linear polynomials with bounds on the slope. All the other design functions are parameterized by piecewise constants. All design functions are bounded by upper and lower limits. Blocking of parameters and specifying constant parameters are possible.

The main purpose of most chemical plants is to produce one or a few distinct chemical components, which are key products. In this context, a key product may be a lump of components, as for example in Fischer-Tropsch synthesis. Normally as much product as possible is to be produced in as small reactor volumes as possible, with a lower bound on the yield. Then, the objective is to maximize the space-time yield (STY) of the key product. The objective function J = γyk/σ taken at the end of the path is the space-time yield. In addition, the total residence volume is corrected based on changes of total mol number of the gas, temperature and pressure along the path. Other factors which are not part of the space-time yield will also be important for the economics, including the cost of heat exchange area, number of units and energy efficiency. There are reaction systems, such as polymerization processes, where this objective alone is not sufficient. For such systems, an additional term needs to be added, requiring that the molecular weight distribution holds the desired product properties. These processes produce product properties rather than a distinct component, but still optimal volume productivity is pivotal.

3. Methanol synthesis
Gas phase methanol synthesis from synthesis gas is taken as an example. The kinetic model used here is the one proposed by Graaf et al. (1988, 1990). The space-time is set to s = 8.18 m3s/kmol for all cases, and is not optimized. The feed composition is 5.72% CO, 5.56% CO2 and 68.65% H2. The rest, 20%, is inert. The feed temperature is 250˚C. Case 1 is the base case and is close to an industrial reactor. Due to formation of by-products and increased catalyst deactivation rates, the temperature is not allowed to exceed 270˚C at any point along the path for case 2-4. The coolant temperature has to be between 100 and 350˚C. The objective is to maximize the production rate of methanol per volume (productivity); J = f(z(1)) = g(1) yMeOH(1)/s.  The mixing design uM, the heat transfer area distribution uH, the coolant temperature profile uT and the catalyst dilution profile uA are all optimized, while extra feeding along the path is not considered, uF = 0. Table 1 shows a few optimization cases with different number of regions and different constraints. Many alternative cases with other constraints may have been considered, but lack of space prevents further elaboration here. With the method formulation as described here it is easy to set up and test different cases. The design function associated with mixing is optimized, and for all cases it is found to be segregated flow, uM = 0, and almost no catalyst dilution is found to be optimal, uA ≈ 1.
Table 1: Optimization cases with different constraints and number of regions. 
	
	nr
	Constraints
	Mean uH / [kmol/(m3s)]
	J [mol/(m3s)]

	Case1
	1
	No
	2.97
	6.87

	Case2
	1
	uH/(1, T(270˚C
	1.00
	6.72

	Case3
	3
	uH/(2, T(270˚C
	1.42
	7.04

	Case4
	2
	uH/(2, T(270˚C
	1.74
	7.03


Figure 1 shows the heat transfer area distribution with constraints on the area density    (uH / less than 1 or 2 kmol/(m3s) and with 1, 2 and 3 regions. The same figure shows the coolant and the process temperature along the path. Table 1 gives the resulting space-time yield (J) and average area density of the path.       
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Figure 1: The design functions transfer area distribution uH/ (upper plot) and coolant temperature uT along with the path temperature profile (lower plot).
4. Discussion and Conclusions

For the kinetic model applied here, segregated flow is normally best. This is true for all cases shown here. Only in cases where the temperature becomes very high, we may see mixed flow as optimal in part of the path. Less surprising is that full activity (no catalyst dilution) is found to maximize the production. When the temperature constraint cannot be reached with available area and coolant temperatures, catalyst dilution of the methanol synthesis will be necessary.  
The number of units or regions along the path has a dual effect. With more regions, we have more flexibility to improve the productivity and reduce cost of exchange area, while the cost of process construction and maintenance is likely to increase. Many regions (reactor in series) may be too costly due to complexity of construction and maintenance. However, it is realistic to have two reactors in series instead of one. This gives us the possibility to produce more with less heat transfer area. For the methanol synthesis it is beneficial to operate at higher temperatures at the inlet and reduce later as in case 3 and 4. This is because equilibrium is favored at low temperature. However, too low temperature may give too low reaction rates as in case 2.  
There are design aspects that are not considered here, such as availability of coolants at the desired temperature, and radial temperature effects with decreased area. The path optimization must be seen as one activity among several concurrent activities, such as process integration and more detailed simulations.
Further work will focus on developing a two-phase model. Condensation of products within the reaction zone is of particular interest for the methanol synthesis. Different parameterizations of the design functions will be considered.  Furthermore, the kinetic model and boundary conditions are often uncertain, and to analyze the effect of parametric uncertainty on the design will be of great interest.  
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