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Abstract

Offshore oil production sites are submitted to high fluctuations of their inlet flowrates due to the hydrodynamic regimes (so called slug regime) occurring in the wells and in the lines from the wells to the station. Such fluctuations may downgrade efficiency of downstream plants like water treatment. Using the accumulation provided by the separators, a simple control strategy is proposed for reducing the downstream flowrate fluctuations for small disturbances while insuring that the level is maintained within a predefined admissible domain for large disturbances. A validation procedure, associated with normalized evaluation criteria, is proposed for comparing different control strategies under the same input disturbance conditions. This procedure makes use of both simulation and online recorded data. The efficiency improvement provided by the new controller is shown over a long period of operation.
Keywords: Offshore Topside Plant, Flow Control, Simulation, Performance Evaluation.

1. Introduction
Offshore oil production sites are submitted to high flowrate fluctuations at their inlet due to the hydrodynamic regimes occurring in the wells and in the lines from the wells to the platform. Such fluctuations may reduce drasticly the efficiency of downstream plants like water treatment or H2S removal for instance. Despite important improvements made in the management of wells, sea lines and risers [1], such fluctuations are not totally avoided and must be managed in the topside plant.
The separation tanks offer oil and water accumulations. This resource can be readily used for reducing the fluctuations of the downstream flows by the way of an adequate control strategy. Shortly speaking, the control of the accumulation (level control) is confronted to the following alternative:

· A "smooth" control will let the level fluctuate for providing a filtered downstream flowrate,

· A "stiff" control that maintains strictly the level near a predetermined setpoint will transmit integrally the inlet fluctuations to the downstream flowrate.

Since a linear controller - PI for instance – can hardly manage such a compromise, the safety of the plant is logically prevailing, and the fluctuations are widely transmitted downstream. Managing this compromise is the main goal of the control strategy to be built up.

Model Predictive Control techniques would constitute a natural candidate [4,5] (MPC): MPC methods allow precisely optimizing a criterion while matching a set of inequality constraints. Here the criterion would be a measure of the smoothness of the control while the constraints would impose that the level stays within a predefined admissible area. Such an approach has been implemented in simulation and will be used as a reference for the approaches considered.

The scope of the study was to prioritize a solution with no change in the usual operation rules, in the alarming and emergency system, and in the hardware. A simpler approach was thus foreseen, at least for a first implementation for evaluation. One can find works with the same objective in [2], [3].
The control strategy implemented here (further called AVC) is nonlinear in its principle. For small or medium signals, it acts as a PI controller with a smooth tuning. For wide deviations, the maximum (resp. minimum) opening of the outlet valve is insured whenever the level reaches its maximum (resp. minimum) allowed value. The controller achieves these actions through continuous characteristics. The AVC controller can be considered as a simplified "mimic" of a constrained predictive control algorithm. Appearing as an extension of a PI controller, it is fairly simple to implement, to tune and to operate. The section 2 is dedicated to the presentation of both MPC and AVC controllers. 

A special attention has been paid to the on-site validation of the new controller. A rigorous procedure mixing the online recorded data and simulation allows comparing any two control algorithms for the same (unmeasured) disturbance conditions prevailing on the plant. This validation strategy is described in the section 3.
The new AVC strategy has been implemented on an offshore site operated by Total. A three month validation survey has been made. The results obtained are shown for the oil stream of the main separator in the section 4. A fairly significant reduction of the oil flow rate fluctuations is evidenced. 
2. The volume control algorithm

This section presents briefly the type of model used and the predictive control approach that will be used essentially in simulation as a reference for validating the simplified AVC controller thus presented.
2.1. Plant modeling
In a first feasibility study a model of the concerned section of the plant has been built up with the help of a general purpose process dynamic simulator (INDISS). In the present study, the feed composition, the temperature and thus the liquid densities are assumed constant. Dynamic terms have been added for representing all the neglected dynamics. The tuning of certain parameters have been refined from experimental data.

The process considered here is not linear. The nonlinearities are essentially due to the valve characteristics and the volume to level relation, and are thus separable. In practice, flowrate and accumulation are used in place of valve opening and level, through algebraic transformations involving the geometry of the tank and the characteristics of the outlet valve. The model is thus essentially linear.
2.2. Model Predictive Control Approach (MPC)
The predictive control approach is based on the minimization of a criterion over a finite receding horizon under equality and inequality constraints [4,5]. The goal is here to minimize the flowrate fluctuations while imposing to the level to stay within a specified range. A linear quadratic setting is taken for criterion and the constraints and the control variable is given by:
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where 
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is the outlet flowrate (MV), 
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is the material accumulation (PV) and 
[image: image4.wmf]a

 is a tuning parameter.

This results in a constrained least square problem. This part is not detailed here.

2.3. The Proposed Volume Control Algorithm (AVC)
As indicated in the introduction, the goal new control algorithm is to mlanage the compromise between: 
· A smooth evolution of the manipulated variable (MV) for small errors on the process variable (PV) and 

· A strict containment of the process variable within an admissible domain when the process is submitted to large disturbances.
The controller is based on a PI law with smooth tuning for matching the first point. The operating point of the controller is then constrained to belong to a limited admissible domain, for matching the second point. The principle is given on the figure 1.
The admissible operating domain in grey on the figure is determined is first delimited by the the bounds  (MV_L, MV_H) and (MV_L, MV_H) on the manipulated variable and the process variable. Its definition is completed by the two sets of parallel constraints (C1_L, C1_H) and (C2_L, C2_H) shown on the figure.  The first set (C1_L, C1_H) insures clearly that MV will necessarily reach its maximum (resp. minimum) admissible value when PV reaches it maximum (resp. minimum) admissible value. 
The admissible gray domainWhen these constraints are active, the slope PV_BPA corresponds to a high MV/PV gain. These two constraints have a fixed position. The safety is thus insured.
The second set (C2_L, C2_H) of plays its role for medium disturbances. If the current operating point stay for a while on C2_L or C2_H, the slope of the constraint acts as a new gain of the PI controller. It is tuned near the limit of stability. Its position is rela ted to the moving average MV_R of the manipulated variable.
The current operating point stands normally in the interior of the admissible domain. For medium disturbances, it will reach the constraint C2_L or C2_H, where the higher equivalent gain will remove it back to the interior of the admissible domain. For high disturbances, the operating point will eventually reac the set (C2_L or C2_H). In such case the second condition that was set is effectively matched.
3.  Evaluation criterion and evaluation procedure

The evaluation procedure that allows to compare any two control algorithms under the same actual disturbance conditions and the normalized criterion used is described in this section. The input and output variables are recorded when a gven regulator is on-line. the I/O variables that would have occurred with another controller are reconstituted for the same unknown disturbances by use of the same I/O recoded data and a simulation procedure. This comparison can then be achieved either on the existant controller for evaluating the pertinence of  an upgrade of the controller, or after an upgrade for measuring the gain actually obtained.
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Figure 1 Constrained admissible domain of the operating point of the new controller
3.1. Comparing Procedure

Assume that algorithms 1 and 2 are to be compared and that algorithm 1 is actually online. Consider the scheme of the figure 2. The variable 
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, measured on the plant, contains the effects of both 
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 and the unknown disturbances coming from the inlet.
Since the model is linear and the superposition principle applies, the difference 
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 is due only to the difference 
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between the inputs. It can be computed by simulation from 
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 is obtained as indicated on the figure 2. 
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Figure 2: Principle of the performance comparison between the control algorithms 1 and 2

Remark that there is no explicit estimation of the unknown disturbance and that the procedure works as well if the algorithm 2 is online.

The process considered here is essentially linear up to algebraic transformations (section 2.1). In more general cases, where the model presents non separable dynamic nonlinearities, the same result can most often be obtained by using multiple local linearizations or disturbance reconstruction through a dynamic observer. The evaluation structure of the figure 2 is thus of very general and flexible use.

3.2. Evaluation Criteria

The quantities to be compared are the “fluctuations” of the variables MV generated by the controller PI, MPC and AVC. In fact a fourth “ideal” controller is added, which is a non feasible MPC controller that would know at every instant the future of the disturbances. This ideal controller gives the ultimate control that could be applied assuming that at any the actual past and future disturbancesare known.
For each controller the MV records treated as follows: Low-pass filtering, decomposition into 12 hour intervals, extraction of the standard deviation SD on each segment.

Among several criteria that have been tested,  the following one will be detailed here :


[image: image11.wmf]MV,AVCAPC,idealMV,PIMV,ideal

()/()

CSDSDSDSD

=--


This normalized criterion compares the PI and AVC controllers in the sense that one would have 
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 for AVC behaving like PI and 
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 for AVC behaving like the "ideal" controller.
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Figure 3: Valve opening, and level evolutions for the different control algorithms. Histogram of the Criterion 
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4. Results

The results concerning the primary separator are presented here. The figure 3, left part, shows the four controller responses for a 12 hours time interval. This record exhibits three typical situations : 

· A period with no disturbance,

· The occurrence of an important disturbance due to a change in the well distribution at the inlet,

· A periodic disturbance due to an instable flow in one of the risers.

One can observe the following behavior:

· The “ideal” controller provides the much better smoothing of the valve opening (because “he knows the future”).

· Both MPC and AVC controllers behave better than the PI controller.

· The AVC controller, even though it is much simpler, behaves not far than the MPC one.

About 90 12-hour records have been treated. The histogram of  
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 is reported on the top right of the figure 3.  A clear peak for 
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5. Conclusion

We have presented the principle of a new controller (AVC) dedicated to compensating the unknown inlet disturbances present in the inlet of offshore downstream facilities. This PI based controller provides a smoothed downstream flowrate for small to medium disturbances and insures that large disturbance are treated safely. It has been implemented on a site managed by Total and a three month performance evaluation has been performed. An efficient general purpose evaluation procedure has been developed, based jointly on simulation and archived online data and providing a normalized comparison criterion. 
The AVC control behaves significantly better than the standard existing PI controller and is not far in performance from a MPC controller, which could be considered as a reference in the domain. 
Further improvements could eventually be foreseen in the direction of a statistical study of the disturbance dynamics, allowing to improve the control with a disturbance estimator predictor.
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