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Abstract

Model-based experiment design aims at detecting a set of experimental conditions yielding the most informative process data to be used for the estimation of the process model parameters. In this paper, a novel on-line strategy for the optimal model-based re-design of experiments is presented and discussed. The novel technique allows the dynamic update of the control variable profiles while an experiment is still running, and can embody a dynamic investigation of different directions of information through the adoption of modified design criteria. A case study illustrates the benefits of the new approach when compared to a conventional design.
Keywords: model-based experiment design, parameter estimation.

1. Introduction
Modern model-based experiment design techniques [1,2] allow the definition of the “best” experimental conditions to adopt in the experimentation in order to increase the informative content about a process being studied. Experimental data from designed experiments are essential in model identification both to assess the validity of a model structure (model discrimination), and to estimate the model parameters that allow the model to match the experimental data in the range of expected utilization. For parameter estimation purposes, a general procedure for the statistical assessment of dynamic process models described by a set of differential and algebraic equations (DAEs) can be defined through the following three steps [1]:

1. the design of a new set of experiments, basing on current knowledge (model structure and parameters, and prior statistics);
2. the execution of the designed experiments to collect new data;

3. the estimation of new model parameters and statistical assessment. 
The iteration of steps 1 to 3 provides a new information flux coming from planned experiments leading to a progressive reduction of uncertainty region (as demonstrated in several applications [3,4]). However, note that each experiment design step is performed at the initial values of model parameters, and the uncertainty of these values, as reported in the literature [5], can deeply affect the efficiency of the design procedure.
In view of above, it would make sense to exploit while the experiment is running the increment of information acquired through the collection of new measurements, so as to perform a dynamic reduction of the uncertainty region of model parameters. In this paper, a new methodology based on the On-line Model-Based Re-design of the Experiment (OMBRE) is proposed and discussed. The basic idea of this novel technique is to update the manipulated input profiles of the running experiment performing one or more intermediate experiment designs (i.e., re-designs) before reaching the end of the experiment. Each re-design is performed adopting the current value of the parameters set, which is the value of estimated model parameters until that moment. 
2. The methodology 
It is assumed that the generic model is described by a set of DAEs in the form: 
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where x(t) is the Ns-dimensional vector of time dependent state variables, u(t) and w are, respectively, the model time dependent and time invariant control variables  (inputs), ( is the set of N( unknown model parameters to be estimated, and t is the time. The symbol ^ is used to indicate the estimate of a variable (or a set of variables): y(t) is the M-dimensional vector of measured values of the outputs, while ŷ(t) is the vector of the corresponding values estimated by the model. Model-based experiment design procedures aim at decreasing the model parameter uncertainty region by acting on the experiment design vector φ:
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where the vector tsp of sampling times of the y variables is a design variable itself; y0 is the set of initial conditions of the measured variables and τ is the duration of the single experiment. In order to decrease the size of the inference regions of each of the parameters in a model, some measure ( of the variance-covariance matrix V( of the parameters has to be minimised. This amounts to determining the optimal vector ( of experimental conditions required to maximise the expected information content from the measured data generated by one or more experiments. The choice of a proper design criteria (A-, D-, E-optimal [6] or SV-based [7]) deals with the choice of the measure function ( of V(. If we take into account a number Nexp of experiments, the matrix V( is the inverse of the N( ( N( dynamic information matrix H( (Zullo [8]): 
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where H*( |k is the information matrix of the k-th experiment (superscript * indicates that the information matrix refers to a single experiment), ij is the ij-th element of the inverse of the estimated variance-covariance matrix  of measurements errors,  is the N( ( N( prior variance-covariance matrix of model parameters, Qi is the matrix of the sensitivity coefficients the for i-th measured output calculated at each of the nsp sampling points. Prior information on the model parameter uncertainty region in terms of statistical distribution (for instance, a uniform or Gaussian distribution) can be included through the matrix Σθ. Control vector parameterization techniques [9] allow for the discretisation of the control input profiles. Those profiles are approximated using piecewise constant, piecewise linear or polynomials functions over a pre-defined number of intervals. In the case of piecewise constant parameterization, the variables to be optimized are the switching times tsw (the vector of times at which each control variables change in value) and the switching levels of u (i.e the time invariant values of the control within each of the nsw switching intervals).

Equation (3) is sufficiently general to be extended to define an on-line model based re-design of experiments. Through this strategy one seeks to update the current information by executing on-line, after a given “updating time” tup (either assigned or to be optimized), a parameter estimation session followed by a re-design of the remaining part of the experiment (and so adjusting the trajectories of control variables). One or more updates can be attained in the re-design, each one adding a new component (in the form of (2)) to the global φ vector of the experiment, so that it can be rewritten as:
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where nup is the number of control updates and φj is the design vector after the (j-1)-th update. In a general fashion, each component φj of φ could have a different dimension in terms of number of discretized control variables and/or sampling points (obviously φ1 will be the only component to enclose the initial values to be optimized). The amount of information gathered after the j-th re-design can be expressed in terms of the dynamic information matrix:
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where the sum of the prior information on model parameters (Σθ-1) and the information acquired before the j-th re-design can be expressed as a constant term K. The symbol (~) indicates that the information content refers to a single updating interval.
The efficiency of a design strategy deals with its capability to provide a satisfactory parameter estimation in terms of accuracy (i.e. closeness to “true” value) and precision (related to the dimension of the uncertainty region). As in practice the “true” values of model parameters are not known a-priori, only the precision is evaluated through two indicators: a global precision (Ωθ) and a global t-factor (GTF) defined as:
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where the ti are the t-values statistics, depending by the diagonal elements of Vθ and by the actual parameter estimate. For a reliable parameter estimation, each t-value must be greater than a computed reference value (given by the Student’s t distribution with N×M-Nθ degrees of freedom).
3. Case study
The OMBRE approach is applied to a biomass fermentation model [1], which, assuming Monod-type kinetics for biomass growth and substrate consumption, is described by the following DAEs set:
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where x1 is the biomass concentration (g/L), x2 is the substrate concentration (g/L), u1 is the dilution factor (h-1), and u2 is the substrate concentration in the feed (g/L). The model was demonstrated to be structurally identifiable with respect the parametric set θ.  The conditions that characterise an experiment are the initial biomass concentration x10 (range 1-10 g/L), the dilution factor u1 (range 0.05-0.20 h-1), and the substrate concentration in the feed u2 (range 5-35 g/L). The initial substrate concentration x20 is set to 0 g/L and cannot be manipulated for experiment design purposes. 
The principal aim is to detect a proper design configuration allowing to estimate the parameter set θ in a satisfactory manner through a single experiment where both x1 and x2 are measured. It is assumed that the global experimental budget can be represented by a number of nsp = 24 sampling points and nsw = 12 switches to distribute on a maximum experimental horizon of τmax = 72 h. The inputs u(t) can be manipulated and are represented as piecewise-constant profiles, and the output sampling times and the control variables switching times can be different. The elapsed time between any two sampling points is allowed to be between 0.01 h and τi (the duration of the updating interval), and the duration of each control interval between 0.1 and 40 h. The model parameters are scaled to unity before performing each design step. A multiple shooting technique was used in order to reduce the possibility of incurring into local minima in the design step. However, note that the re-design strategy allows to split the nφ-dimensional optimisation problem into (nup+1) smaller optimizations, with great benefit for both robustness and quickness of the computation. Synthetic “experimental” data are obtained by simulation of model (7) with θ = [0.310 0.180 0.550 0.050]T as the “true” parameters set, and by adding normally distributed noise with a mean of zero (the vector of parameter units is [h-1, g/L, -, h-1]T) and
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as the M(M variance-covariance matrix of measurements errors. This matrix assumes that the experimental equipment cannot deliver good quality data and that there is no dependence among different measurements. The initial guesses for the parameters are represented by the set 
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 = [0.527 0.054 0.935 0.015]T, corresponding to a starting point that is quite far from the true value. 
3.1. Proposed experiment design configurations and results
A standard E-optimal experiment design was compared with the newly introduced OMBRE strategy at a variable number of updates of design variables. The following assumptions are made:

1. nsp/(nup+1) samples are acquired during each updating interval (i.e the time between two updating times), while the number of switches can vary;
2. the i-th re-design starts at the time in which the last optimized sample of each design phase (enclosed in φi-1) is acquired;

3. no delay time occurs between the key activities (design, experiment and parameter estimation phases) of the global design procedure; 
The following experiment design configurations are implemented: 

1. STDE: standard E-optimal experiment design;

2. OMBRE-nup: on-line E-optimal re-design of the experiment with nup=1, 2, 3;
3. OMBRE-SV: on-line re-design with nup=3 including SV design criteria (based on the minimisation of the second maximum eigenvalue of V() in the second updating interval.   

The results are compared in terms of a-posteriori statistics (Table 1) and global statistics (Ωθ and GTF, Figure 1 (a) and (b)) obtained after the final parameter estimation session.
Table 1 Comparison of different experiment design configurations. Apex * indicates t-values failing the t-test (the reference value is tref = 1.6802 and θ = [0.310 0.180 0.550 0.050]T )
	Design
	Parameter Estimate 
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	Conf. Interval (95%)
	t-values

	STDE
	[0.257  0.080  0.453 0.022]T
	[±0.0890  ±0.2963  ±0.0774  ±0.0882]
	[2.97  0.45*  2.02  0.41*]

	OMBRE-1
	[0.309  0.303  0.518 0.045]T
	[±0.0173  ±0.2308,  ±0.0697  ±0.0156]
	[11.01  1.32*  7.44  2.87]

	OMBRE-2
	[0.309  0.294  0.517 0.047]T
	[±0.0507  ±0.1009,  ±0.0853  ±0.0319]
	[6.10  1.12*  6.54  1.68*]

	OMBRE-3
	[0.320  0.102  0.564 0.059]T
	[±0.0292  ±0.0984,  ±0.0648  ±0.0276]
	[10.27  2.111 8.31  1.50*]

	OMBRE-SV
	[0.310  0.110  0.560 0.055]T
	[±0.0086  ±0.0623,  ±0.0238  ±0.0072]
	[36.01  1.77 23.49  7.62]


[image: image14.wmf]0

1

2

3

4

8

12

16

20

24

28

32

 OMBRE

 OMBRE-SV

Global precision

n

up

  [image: image15.wmf]0

1

2

3

0.2

0.4

0.6

0.8

1.0

1.2

1.4

 

 OMBRE

 OMBRE-SV

Global 

t

-factor

n

up


                                              (a)                                                                                    (b)          

Figure 1 Global precision Ωθ (a) and GTF (b) for selected re-design configurations at a variable number of updates (nup = 0 stands for a standard E-optimal experiment design).  

The precision of the estimate can be assessed through the analysis of confidence intervals (95%) while the t-test allow to assess the accuracy of the designs. The results clearly show the benefits in adopting an OMBRE approach. Although the STDE design does not permit to reach satisfactory 
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, the insertion of a single update (OMBRE-1) provides a significant improvement in the precision of the estimate (see for instance the statistics for 
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). To improve the precision of 
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 the number of updates is increased. Although there is an increase in the global precision Ωθ (Figure 1a), the advantages of using two or three updates are not so certain. In fact, the global t-factor exhibits an oscillatory behavior (Figure 1b). Note that OMBRE-2 provides a poor estimation of θ4 , and also 
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 is still statistically imprecise (although there is a reduction in interval of confidence with respect to OMBRE-1). An additional update provides a better precision in 
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 (see for instance the 95% confidence intervals), but 
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 is still inaccurate. It is interesting to note that by increasing the number of updates, one obtains a variation in capability of estimating different parameters, i.e. in the directionality of the design [7]. Therefore, it makes sense to assess the effect of an OMBRE-SV configuration in order to exploit the information related to the smaller eigenvalues of Vθ. For the case being investigated, a standard E-optimal design acts mainly on the direction of variability of 
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 while a SV-based design tends to improve both 
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 [7]. OMBRE-SV allows to estimate the entire θ set in a satisfactory manner increasing the global performance of OMBRE-3 estimation (see Figures 1a and 1b). 
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Figure 2   Dilution factor (u1), substrate concentration in the feed (u2) and distribution of samples (tsp) as planned by OMBRE-3 (a) and OMBRE-SV (b). Black squares show the updating times. 
Figures 2a and 2b underline the differences between OMBRE-3 and OMBRE-SV configurations in terms of manipulated inputs and sampling times distribution. Note that the minimisation of the second largest eigenvalue determines the second redesign to be sensibly different from corresponding one in OMBRE-3. As a consequence, also the third re-designs are different from each other.

4. Final remarks
A novel methodology of experiment design based on a on-line model based re-design of experiments (OMBRE) has been proposed and discussed. The new technique allows to embody in a model-based experiment design procedure the information content that is progressively acquired while an experiment is running. Results from an illustrative case study are encouraging and clearly demonstrate how the proper choice of a re-design configuration may guide the estimation to more precise and accurate patterns. It is also shown how OMBRE may incorporate different design techniques (e.g., the SV criterion) and thus take advantage of a more tailored directional approach in exploiting the content of the information matrix. Future work will assess the applicability of the OMBRE technique to larger systems and will develop a systematic procedure for the selection of the optimal re-design configuration. 
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