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Abstract

The diagnosis of processes can be defined as the identification of their functional states. When a mathematical model is difficult or not possible to obtain (what is generally the case for complex chemical processes), knowledge on the process behaviour can be extracted from historical measurements or complex simulators. This knowledge is then organized as a partition of the data set into classes representing the functional states of the process (normal or faulty operations). Among the data mining techniques, those including fuzzy logic present the advantages to express the data membership degree to several classes. The main objective of this work is to propose a new method to optimize the fuzzy partition in terms of cluster compactness and separation. This method is applied to the propylene glycol production process simulated with Hysys.
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1. Introduction
The diagnosis of a complex process, in the absence of a precise mathematical model, can be developed from measures recorded during previous normal and abnormal situations which can be used to define the operational states through training mechanisms and expertise. Among the data mining techniques, the classification techniques enable to establish a model of the system states (behavioural model) by extracting knowledge from various attributes (raw or statistical characteristics of a signal such as average and standard deviation or even qualitative information) relating to a particular behaviour, without this behaviour being represented by a set of analytical relations. The modifications of these characteristics enable the detection of abnormal operations ‎[1]. 

Among the large number of classification techniques, those including fuzzy logic present the advantages to express the membership degree of an observation (data) to several classes and are known to be able to model knowledge uncertainty and imprecision. In general, these methods exhibit a similar and high performance if their respective initial parameters are adequately selected. To select correctly these parameters, different approaches for the validation and the adaptation of the data space partition are proposed ‎[2]‎[3]. To evaluate the partition quality, they generally used the geometrical cluster characteristics obtained by data distance based clustering algorithms ‎[4]. Consequently these approaches can be applied only to some specific classification techniques. The proposed method here validates and adapts automatically the data space partition obtained by any fuzzy classification technique. It is based on a new quality partition index (CV) depending only on an initial non-optimal fuzzy partition through the membership degree matrix and not on the data values. The proposed methodology has been applied to the propylene glycol production process ‎[5] simulated on HYSYS. 

In Section 2, the systems diagnosis by classification methods is introduced. Section 3 describes the proposed approach, followed by the chemical process application in Section 4. Finally the discussion and conclusions are presented.
2. Diagnosis using classification methods
Process monitoring using classification method consists in determining at each sample time, the current class which was associated beforehand to a functional state of the process. There are two principal phases: the training and the recognition.  In the first step (training), the objective is to find the process behaviour characteristics which will allow differentiating the process states (each one being associated to a class). The initial algorithm parameters are selected by the process expert who validates the obtained behavioural model. In a posterior step, the data recognition allows to identify one line the current process state. At each sampling time, a vector collects the accessible information (raw data or pre-treated data such as filtered, FFT) which is provided for monitoring, and the class recognition procedure yields the operator what is the current functional state of the process. In order to optimize the obtained partition we propose to include into the training phase a step to automatically validate and adjust the clusters. The proposed new approach automatically improves, in terms of compactness and class separation, a non optimal initial partition helping therefore the discrimination between classes i.e. between operation modes.

3. Fuzzy partition optimisation method
For improving a partition, it is necessary first to evaluate its quality. A new partition quality index (CV) which is the base of the fuzzy partition improvement algorithm is proposed. It includes a measure of inter-classes distance and partition dispersion. Within the diagnosis area, it is interesting to have a partition with compact and separate classes ‎[3]
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 \* MERGEFORMAT ‎[7], but to avoid the trivial solution with a class by element, it is necessary to take into account the total number of classes. By seeking compact classes, the objective is to have clusters with high membership degrees for the elements similar to the class prototypes and small membership degrees in the opposite cases. A good separation of classes facilitates the detection of the abnormal process behaviour.  A high number of classes generate an unnecessarily complex behavioural model. In the other hand, a behavioural model with a very low number of classes would be incomplete or little precise. Consequently, a partition quality index must take into account the 3 characteristics: compactness, separation and number of classes. Most of the cited indexes need complement information associated to distance-based clustering algorithms ‎[4]. The objective here is to propose a partition quality index applicable to any fuzzy classification method. In our approach, each class is interpreted like a fuzzy set defined by the membership degree of each data to each class.  This representation enables to work with the fuzzy set theory to establish the partition characteristics without working directly with the data values or the geometrical structure of the classes. To estimate the partition dispersion, different measures based on the membership degrees and the data averages were proposed ‎[6]
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 \* MERGEFORMAT ‎[7]. “The Interclass Contrast Index“, Icc ‎[7] generalises the Fisher‘s dispersion matrix concept to fuzzy partitions. 
In this section a new quality partitions index, to be neared to the Icc index ‎[7], is presented. Eq. (1) gives the expression of this Icc index:
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The dispersion measure sbek associated to the class k dispersion is given by:
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Where N is the total number of training data, mke is the class k prototype and m is the data centre. 
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 is the membership degree of the data n (vector xn) to the class k.  This approach uses explicitly the data values, which represents a high calculation cost when there are a lot of descriptors i.e. process variables (common for complex process). The minimal distance (Dmin) is calculated by the euclidean inter-classes centres distance (
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,Eq.(2)). Then K, the quantity of classes is taken into account in order to avoid a high Icc value (corresponding to the best partition) when there is a large number of classes.

The proposed new quality partition index is the Clusters Validity Index (CV, Eq.(3)) has the same structure than the Icc but for the partition dispersion (Dis) and the minimal distance (
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This index measures the quality partition in terms of classes compactness and separation, the highest value of CV correspond to a better partition. The computation of the partition dispersion involves the definition of the information index ID, ‎[8] which measures the information degree of fuzzy sets; ID has a high value for fuzzy sets with strong membership degrees to similar prototype data and small ones in the opposite case.  The ID  complement is an entropy measure HD(A). HD(A) establishes the similarity between a fuzzy set A and the singleton (the most compact fuzzy set) and is used to evaluate the dispersion Dis (Eq. (4)). By using the ID(A), the quality analysis of each fuzzy set is indirectly included. Thus the classes would be better defined (more similar to the singleton) if the value of dispersion is low. In order to estimate the minimal distance D*min a new distance measure has been proposed to compute the distance between fuzzy sets without including the data value. The Eq.(5) defines a distance index between two fuzzy subsets (A and B)[8].
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d*(A,B) is an ultrametric measure of the set P(X) of the fuzzy set of the X data.  Therefore using the complement of the d*(A,B), it is possible to obtain a measurement of similarity between fuzzy sets G(A, B).
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This similarity index is used into the optimization partitions algorithm to estimate the two more similar classes and to update the fuzzy partition matrix. In the literature there are several methods to optimize the data space partition. They are based on a geometric representation of classes (for distance-based clustering techniques ‎[4], membership degree threshold overshoot), entropy and restarting the training algorithm). The proposed approach is more general. The algorithm includes two principal steps, the partition quality analysis and the clusters update. At each iteration, the partition quality is measured by the proposed validation index (CV, Eq.(3)). For the clusters update the fuzzy similarity of classes (G(A,B), Eq.(6)) is calculated and the merging (each iteration) of the two similar classes is performed using the maximum who S-Norm.  The algorithm at each iteration merges the two most similar classes, updates the fuzzy partition matrix and goes on until reaching a partition with only two classes. The best partition is the one with the maximum CV value.  Unlike to the optimization algorithm proposed in ‎[9], the new methodology does an exhaustive and ordered search of the global maximum; it is avoided to fall in local maximums. The proposed methodology depends only of the properties of an initial non-optimal fuzzy partition (matrix of the membership degrees) and not of the data values and is applicable to all fuzzy classification methods.

4. Application to the propylene glycol production 

The proposed methodology has been applied to the complete propylene glycol production process (Figure 1) including several unit operations: mixing, chemical reaction ([image: image16.wmf]2
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) and separation. This process has been simulated with Hysys package and has been reported in a previous study dealing with the development of a methodology for sensor selection for a diagnosis purpose ‎[5]. This study lies on a first classification of faults with all the possible descriptors before reducing to a minimum set of pertinent ones. The objective of the proposed methodology application is to optimize the initial partition to give the process expert a simpler partition (with few states without a lack of precision) which leads to a better understandable behavioural model.
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Figure 1.  Propylene glycol process scheme ‎[5].
The non supervised fuzzy classification technique adopted in this study is LAMDA (Learning Algorithm for Multivariate Data Analysis) ‎[10] but it could have been replaced by any other fuzzy classification method. The classification partition optimization method has been applied to the same data set used by ‎[5]. Faults/dysfunctions at different points of the process have been simulated. Increasing and decreasing changes around their nominal values have been applied to the Propylene Oxide main feed flow rate (1.(Oxyde, 2.(Oxyde), inlet cooling fluid temperature at the reactor (3.(TinletCool, 4. (TinletCool), inlet cooling fluid at the distillation condenser (5. (TinletCond, 6. (TinletCond), reaction rate through the frequency factor of the kinetic law (7.(Freq., 8. (Freq.), .This dynamic simulation run yielded 6337 measurements which constitute the set of individual to be classed. The partition optimisation method has been applied to this set containing with the potential sensors (before the sensor selection) ‎[5] (it has to be noted that among the potential sensors no concentration measurement was considered) .The Figure 2 gives the time evolution of these sensors and the initial classification obtained with LAMDA (exhibiting 36 classes) 
[image: image18.emf][image: image19.emf]
Figure 2.b. Initial classification                       Figure 2.b. Process variables
Figure 2. Initial classification -21 descriptors
Figure 3 gives the evolution of the CV quality index with iterations.
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Figure 3. Partitions quality index CV -21 descriptor 
The best partition is obtained at iteration 18 and so the optimal partition is composed of 19 classes as presented on Figure 4. The partition optimisation method enables to merge classes to get a simpler partition but it allows also conserving the small ones which may correspond to transition states which can be « pre-fault », alarm states or drift states. This is very important to keep a model with those specific « pre-fault » states since it is crucial to very early detect a fault enabling the trigger a preventive action or maintenance. To compare the results obtained, the reference partition proposed by the expert was used. This partition has 25 classes. Renaming the classes, the relation between the states (failing and normal) and the partition obtained automatically is presented, also the relationship to the partition of reference. 
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Figure 4. Optimal classification -21 descriptors 

	REFERENCE CLASS
	AUTOMATIC CLASS
	STATE
	REFERENCE CLASS
	AUTOMATIC CLASS
	STATE

	1
	1
	B-TCOND
	13
	NON ELEMENTS
	

	2
	2
	H-OXYDE
	14
	15
	AL_H-OXYDE

	3
	3
	REC_H-OXY_N
	15
	16
	AL_B-OXYDE

	4
	4
	B-OXYDE
	16
	17
	SI1

	5
	7
	REC_B-OXY_N
	17
	18
	SI2

	6
	8
	B-TCOOL
	18
	1
	SI3

	7
	9
	H-TCOOL
	19
	13
	SI4

	8
	10
	REC-HAUSSE
	20
	20
	SI5

	9
	11
	H-TCOND
	21
	21
	SI6

	10
	12
	NORMAL
	22
	23
	SI7

	11
	13
	H-FREQV
	23
	24
	SI8

	12
	14
	B-FREQV
	
	
	


Tab. 1. – Classes/States Association -21 descriptors.

The similarity between the optimal partition and the reference partition is calculated using the normalized similitude index ‎[10]; the value is 0.0131 indicating the high compatibility between the two partitions. This method obtains a simple partition to identify the faults states and normal state, taking in account the separation and dispersion classes criteria and giving to expert of the processes an important help to establish the functional states in the implementation of a monitoring technique of a complex process. The optimal partition can be associated most directly to states than the initial partition.
5. Conclusions 

A methodology for the fuzzy partition optimization which is independent of the classification methods has been proposed. The method is useful when there is not a cluster geometrical representation. The approach is considered as a complement of the classification methods and is useful for the identification of complex systems faults.

In this first approach only a type of S-Norme and T-Norme (min-max) had been used, a study to the influence of type the S-Norme and T-Norme is necessary because there is influence of these operations into the method calculus.
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