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Abstract:

New, compositionally complex, Free Radical, solution co-Polymers (FRPs) are synthesized in our research laboratories to develop specialty materials with very specific and challenging combinations of product properties for advanced technology end applications. The co-polymer composition and polymer molecular weight distribution (MWD) are key factors in achieving the required properties and need to be reliably maintained in the scaled-up processes. We present significant developments involving use of thermodynamics, dynamic heat transfer, heat and mass balance models as well as polymerization kinetics models combined with selective experiments to rapidly progress to pilot and full scale production despite limited data. We also report development of a new, innovative, sparse matrix based representation for chain-length dependent polymerization kinetics that has potential to deliver rapid solutions without loss of detail for MWD. Future publications will elaborate each aspect further.
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1.  Introduction

1.1. The need for specialty co-polymers

The design of specialty polymers is of significant interest to the specialty polymers industry.  The requirements on product performance are rapidly evolving with simultaneous demands on material properties such as adhesion, permeability, strength, conductivity, rheology etc. One way to satisfy diverse requirements is through a controlled combination of several different monomers where each monomer introduces an element of desired functionality into the product. Free radical solution co-polymerization is usually one of the most suitable processes to generate such materials, provided the monomers can be polymerized by this route via an industrially suitable process. A variety of monomers including acrylates, methacrylates, styrenics, and acrylonitrile have been used for this purpose (1).  For example n-butyl acrylate (n-BA) is a commonly used monomer to lower copolymer glass transition temperature and modulus.  Acrylonitrile (AN) has also been frequently used to tailor the glass transition temperature and bulk/ interfacial properties.  The synthesis of n-BA and AN copolymers has been a topic of interest in the scientific literature for the last three decades (2-3). 
1.2. Scale-up challenge

A key criterion for good scale-up for solution polymerization is the ability to reproduce copolymer composition and MWD.  This is challenging in an industrial setting because:
· It is challenging to dose required amounts of minority reagents at small amounts/ rates repeatably and reproducibly across different scales.
· Manufacturing/ pilot plant/ laboratory equipment configuration and operational philosophy are usually different.
· Vapor-liquid phase compositions at different scales may vary due to piping and instrumentation difference that may lead to compositional and MWD variation.
· The heat transfer system details e.g. type of jacket and utility fluids used will usually be different and may follow different control strategies and response times.
· Mixing and related aspects of heat and mass transfer can vary significantly at different scales, especially for viscous systems.

· Sufficient data to comprehensively characterize and model the system may be difficult to generate within the project scope and time scale

It is critical to understand and address these and related issues to ensure successful scale-up and robust/ reliable manufacturing.
1.3. The role of CAPE

Despite the usual scarcity of data, we advocate a systematic application of CAPE based methods with judicious approximations and use of selective experiments to gather essential data. ICI have a strong pedigree in the use of CAPE, (4-9) with respect to process and control aspects of reactive systems. We use combinations of models (thermodynamics, heat transfer, dynamic heat/ mass balances, reaction kinetics and MWD modeling) at different levels of approximation to gain sufficient insight on system behavior in order to rapidly progress process development and scale-up.
For example, unusual and novel monomers are often used in small quantities to provide specific product functionality. When considering the overall system thermodynamics, it is sometimes feasible to lump these species with one of the (closest, more volatile) bulk monomers. This reduces the thermodynamic system complexity significantly while maintaining the ability to make reasonable predictions of properties of interest e.g. phase compositions and reflux conditions. 
2. Thermodynamics for Batch Processes
We use thermodynamics to study phase behavior at different reaction stages.  For processes operating at reflux, it is essential to characterize the reflux conditions such as vapour/ liquid composition of the bubbling reactor, reflux temperature and expected latent heat of condensation. This analysis can provide estimates for reactor temperature as the batch composition evolves and predicts likely control and scale-up issues. Computational challenges arise if a large number of species are present due to the need to estimate binary interaction parameters (BIPs). For example, the reaction system described here comprised of 3-7 monomers with the bulk monomers being n-BA and AN. The Uniquac method was used to carry out vapour-liquid equilibrium (VLE) calculations with BIPs obtained from literature or existing databases and estimated from group contribution methods (Unifac). For species that comprise chemical groups not present in the Unifac database, experimental determination of BIPs is needed. However, in this case, all other monomers were heavier than n-BA and could be lumped with it, with good predictions of bubble and dew points.  In addition to the bubble point temperature of the reactor, the bubble point of the vapour formed is of interest as the temperature where all non-inert species condense. 
Fig.1 shows condensation curves for different monomer to solvent ratios for this example. These are quite non-linear with a widely varying rate of condensation with temperature. The difference between the two temperatures is accentuated for the higher monomer fraction case in this example.  Fig.2 shows a laboratory overhead temperature measurement as compared to the calculated bubble point of the vapour going through the condenser (solid line). The temperature measurement point is upstream of the condenser with the liquid drops falling back on it. Even though at the small scale the agreement is diverging, one would expect better agreement with a different measurement point and full condensation. Thus, the solid line is still the correct one for total condensation at the large scale. In this case, the weight average condensed temperature for the vapor and liquid phases (dashed line) gave a closer agreement with the experimental results.
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Thermodynamics helped to understand the changes that would arise when replacing the solvent (from acetone to Methyl Ethyl Ketone MEK) while polymerizing the system at reflux. Fig. 3 shows the impact of this for both near batch start and batch end conditions. As the overall monomer to solvent ratio has not changed, the difference between the two bubble points remains despite the switch to MEK but the absolute value increases, thus giving a higher boiling and condensing temperature with MEK, with consequential impact on reaction kinetics. The bottom two curves show the batch end conditions when the monomers have nearly depleted and hence the collapsing of the two bubble points on each other with the maximum difference occurring in the middle where the two solvents are in similar amounts.

Fig.4 shows the change in vapour composition for batch start (top set of curves) and near batch end (bottom set of curves) for the two solvents and their mixtures. There is significant change in the total monomer obtained in the vapour phase between the two solvents at batch start.

3. Heat Transfer and Dynamic Heat and Mass Balance Models.

The approach advocated here is based on evolutionary development of a family of equation based dynamic models that allow the mechanistic detail to be increased as it becomes available and easy scale-up and mapping between the different equipment set-ups and recipies. Initially, even if the detailed kinetics are not available, these models can be run with assumed or estimated (from compositional measurements) individual monomer reaction rates. The heat transfer models can start at the level of assumption of a reasonable value of Overall Heat Transfer Coefficient (OHTC). As detailed information becomes available on batch viscosity profiles and other properties, these can be incorporated in correlations that estimate film coefficients both on the reactor and the utility sides. Then the OHTC is obtained from the individual contributions. Similarly, initially the overhead condenser may be modelled as being capable of just condensing all the non-inert vapour. This enables the capacity of the rest of the system to be determined assuming the condenser is sufficiently over-designed. However, if there are significant excess exotherms present, the condenser capacity may be stretched in part of the batch and an actual heat transfer model of the condenser will be required to assess the possible loss of vapour that may occur as a result.
In terms of the utility system, there may be a need to include the utility circuit in the model, e.g. the oil circuit. The lag of the utility system depends on the thermal inertia inside it and thus its total size as well as the speed and response of the valves and the controllers. It is possible to superimpose controller and logic models on the open loop dynamic process models and see the impact on system stability. Both the open loop and closed control loop studies can be carried out with the system stretched to its limits, e.g. in terms of maximum throughput or shortest cycle time. Finally, equation-based models also provide a point for integration with procedure based models.  The thermodynamic models can be called from the equation based models, as can the comprehensive kinetic and MWD models, to provide an integrated and holistic view. This level of integration is appropriate once the process has been settled and even further optimisation is required.

4. Kinetic and MWD modelling

There are a range of complex kinetic events during the synthesis of FRPs. The system density and viscosity change with increasing conversion, and in turn affect transport properties and reaction kinetics. These changes depend both on polymer concentration as well as chain length distribution (CLD). The modelling of CLD and related MWD is not a trivial matter and full treatment leads to an unrealistic number of equations in the model. Therefore simplifying approaches are employed e.g. method of Moments, use of Galerkin methods and other approximations (10-12). The new approach described here is directed towards explicit consideration of chain length effects on kinetic parameters and developing an exact numerical solution to the problem, while allowing for the application of suitable computation techniques that reduce the time and effort needed for simulation.  This approach is based on a novel sparse matrix (13) representation of the polymerization kinetics.  This representation can be subjected to sparse matrix manipulation techniques like partitioning and tearing to reduce solution effort and time (14-19). These techniques use concepts from graph theory to model information flows in large systems of equations.
We report an innovative way to specify the polymerisation equations for facilitating easy implementation and fast solution. The derived equations for the homo-polymerisation case are shown here where, [I] is the initiator concentration (mol.L-1), [M] is the monomer concentration (mol.L-1), [R]is the primary initiator radical concentration (mol.L-1), [P1] is the primary polymer radical concentration (mol.L-1), [Pn] is the concentration of polymer radicals of length n (mol.L-1), [Dn] is the concentration of dead polymer molecules of length n (mol.L-1), [M0] is the initial monomer concentration (mol.L-1), x is conversion, V0 is the initial volume (L), V is the volume (L), Vsolvent is the volume of solvent (L), is the relative change in density as defined in Eq. 9, ( is the relative fraction of solvent defined in Eq. 10, fs is the fraction of solvent volume defined in Eq. 11, p is the polymer density (g.cm-3), m is the monomer density (g.cm-3), kp is the propagation rate constant (L.mol-1.sec-1), ktc is the rate constant for termination by combination (L.mol-1.sec-1), ktd is the rate constant for termination by disproportionation (L.mol-1.sec-1), kt is the rate constant for termination (combination and disproportionation) (L.mol-1.sec-1), and kd is the rate constant for initiation (sec-1). Equations (1)-(11) can be converted to a set of four mass-balance vector ODEs (Equations (12)-(15)) after some manipulation.  The assembly of matrices used in these equations can completely address the kinetics of free radical polymerization and can then be implemented on a computer using relatively straightforward matrix manipulations.  Chain transfer, copolymer formation, and any other side reactions can also be added as separate terms to Equation (12)-(15) when applicable.  All symbols used are the same as in Equations (1)-(11), except (o, which is the sum of the concentrations of all polymer radicals of all chain lengths.  The one and two dimensional matrices used are compilations from the equation terms and have been described in reference 13. 
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                                                           Eq.3
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Most of the matrices used here are one-dimensional and require minimum computing resources for both storage and processing.  Bottlenecks in computation will mainly arise from handling the larger two-dimensional matrices, A and C, which are both sparse matrices.  Matrix A is a predominantly block diagonal matrix and has very low occupancy (< 1 % for n > 200, < 0.01 % for n> 20,000) whereas matrix C has an average occupancy of 0.25, for all n, where n is the number of species in the system.  These equations can be solved on a platform that facilitates vector or parallel solution techniques, along with a suitable numerical algorithm and methods for the utilization of sparse matrix techniques.
The simulation can be easily set up and carried out on a standard desktop using a variety of computational environments e.g. it was successfully implemented in MATLAB (13). Future publications will give more details of results and extension to complex polymers.
4. Conclusion
A practical methodology is presented, which combines traditional chemistry and process development approaches with insights from CAPE based models. This approach has been used for rapid, reliable and reproducible scale-up of complex solution polymers while keeping within equipment, manpower and time constraints.

It is suggested that eliminating large changes during the batch in temperature, free monomer concentration and reaction rates is important for reliable scale-up. This can be achieved by changing temperature and addition profiles for the reagents or using sub-reflux vs. reflux processes based on equipment limitations and process requirements. Thermodynamic studies can help identify the right solvent for the ideal temperature regime required for favourable kinetics. Good and fast kinetic models that retain detailed MWD information are required and a matrix based representation is presented that has potential to provide rapid solutions through exploitation of sparsity. In addition to the above observations, complex polymer innovation and process technology development requires excellent interaction between chemists, engineers, R&D staff, business personnel and CAPE experts.
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Fig.1 Condensation curves with monomer ratio





Fig.2 Reflux overhead temperature.





Fig.3  (Above) Bubble Point T vs. % solvent replaced                   Fig.4 (right) Vol.fract. in vapour phase at batch stages. 
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