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Abstract

The current world energy system is highly complex and is rapidly evolving to incorporate emerging energy technologies.  An understanding of how these technologies will be incorporated into the existing system is needed in order to make intermediate and long term research and infrastructure decisions.  We propose an agent-based modeling and simulation approach for energy system analysis that can be used to investigate the mechanisms by which changes occur within the system.  The approach has been applied to the Indiana state energy system.
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1. Introduction
Dwindling hydrocarbon reserves, energy supply security and environmental concerns have driven the development of a number of energy technologies which are on the cusp of ubiquitous use.  The marketplace will determine the details of how these technologies are adopted, but a deeper understanding of options and implications will allow the marketplace to be more efficient.  As such long-term research and infrastructure planning on energy systems are best made with an understanding of the current state of the system, the evolving performance of emerging technologies and the process by which these technologies can be incorporated into the existing energy system. This challenge shares similarities with process synthesis and retrofitting problems in the chemical industry, but at a much larger scale. Despite the difference in scale both are concerned with technology selection, system integration, and scheduling/timing the adoption of innovations.
Many energy systems models have already been developed in order to analyze energy systems, including models by international and national institutions such as the International Energy Agency (IEA, 2007) and the United States Energy Information Administration (EIA, 2007).  Macroeconomic equilibrium, or top-down, models have been used to study the effects of greenhouse gas reduction policies (Zhang & Baranzini, 2004), the role of energy in a national economic system (Papatheodorou, 1990), as well as specific technologies in a national economy (Galinis & van Leeuwen, 2000).  A limitation of these top-down models is that they do not explicitly represent the technical potential of energy technologies, but only the markets in which the energy technologies operate, which can lead to difficulties in representing the effects of emerging technologies.  Bottom-up models are better at showcasing the effects of new technologies but do not consider the market adoption of those technologies.  The MARKAL model (Loulou et al., 2004), which minimizes global cost through investment and operating decisions has been widely used for such diverse purposes as: comparing coal and natural gas electricity generation (Naughten, 2003), district heating with combined heat and power (Ryden et al., 1993) and greenhouse gas abatement (Gielen & Changhong, 2001).  A more extensive review of energy system modeling efforts can be found in (Wei et al., 2006), which displays the breadth of models developed and illustrates many instances of their use for energy system analysis on the regional, national and international scale.

Agent-based modeling is a growing area with successful applications in many fields including: manufacturing (Monostori et al., 2006), consumer markets (Guerci et al., 2005), and supply chains (Julka et al., 2002). Agents are a type of distributed artificial intelligence algorithm engineering technique.  Unlike most other types of distributed algorithms, agents can be developed in a relatively independent fashion and then loosely interact to arrive at solutions; instead of serving as slaves to a master program.  The defining characteristics of an agent are: autonomy, modeling of social features, reactivity, and pro-activeness (Wooldridge & Jennings, 1995).  Multi-agent systems are particularly adept at showcasing the interactions between individual entities in complex systems and the aggregate system behaviors that result from these interactions (Bonabeau, 2002).  Because they can provide a mechanistic view of complex system interactions multi-agent systems are suitable for analyzing energy systems, and have already been applied to electricity market analysis (Koritarov, 2004).

In this paper a framework for an agent-based simulation of energy systems will be presented.  The agent architecture enables an accurate portrayal of energy systems and is ideal for displaying the mechanisms by which changes occur within existing energy systems.  A refined and extensively validated simulation based on the proposed framework would serve as a useful tool for evaluating the effects of government and corporate energy policies on technology growth and the integration of new technologies into the current energy system.  A demonstrative model of the state of Indiana is presented below.
2. An Agent-Based Model for Energy Systems Analysis
2.1. Model Framework

In order to accurately simulate energy systems, so that energy policies can be tested and insights into the system behavior can be gleaned, a framework for an agent-based model of energy systems has been developed.  Each type of entity that plays a role within the energy system is represented as an agent.  Since each agent is capable of making independent decisions, the system interactions emerge from the interaction of the agents. For this reason the structure through which the agents communicate is of critical importance. For this paper the communication is accomplished through the use of a network model where the network nodes are agents and the network edges are the lines of communication between agents.
2.2. Model Agents

After defining the system through the choice of the energy technologies which will be included in the model, we have pooled the entities to be represented into six classes of agents.  While the behaviors of agent types within the classes may differ slightly, each agent class represents a basic model function that is carried out by the particular agent type.  The agent classes have been broadly defined in order to enable the addition of new energy technologies within the framework specified.
2.2.1. Raw Material Agents

The modeling of the extraction or growth of basic energy system materials, such as fossil fuels or biomass, is handled by the raw material class of agents.  These agents have limited reserves of a material corresponding to their geographic placement and have the responsibility of bringing these materials into the energy system through their sale. The materials may be further processed into consumer energy products or consumed directly themselves.  Energy crops, such as soybeans or corn, are regulated and produced by agents of the raw material agent class.
2.2.2. Producer Agents


Producer agents model the conversion of raw materials into end-use energy products.  Refineries which produce gasoline and diesel fuel from crude oil, biofuel plants which convert agricultural products into fuel products and electric power plants are all types of producer agents.  The producer agent interacts with both raw material agents, to acquire feedstocks, as well as consumer agents to sell the resulting products.
2.2.3. Consumer Agents


The demand levels of the energy system are driven by the individual agents of the consumer agent class.  Energy product demand is split into four distinct sectors: residential, industrial, commercial and transportation.  After the area to be modeled is split into geographic regions of known population and energy use patterns, an agent is assigned to represent the consumer use in that region for one of the energy sectors defined.  Consumer agents cooperate with producer and raw material agents in order to access the energy products through which they may fulfill their demand.
2.2.4. Research Agents


Research agents are used to model the advancement of technologies within the energy system.  Research conducted can lower the costs associated with the respective technologies or bring a new technology into a production ready state.  Research agents receive their charge from government agents wishing to foster certain technologies, as well as producer and raw material agents looking to gain a competitive advantage.   A further explanation of the implementation of technological innovation can be found in section 2.3.3.
2.2.5. Government Agents


Government agents may influence the system by choosing to tax or subsidize particular technologies, or by providing direct support in the form of research funding.  Government agents perform no regulatory functions in this model, all agents are assumed to be law abiding.
2.2.6. Environment Agents


The goal of environment agents is to represent the effects of the world outside of the system boundaries on the system under study and vice versa.  These effects are manifested through the competing supply and demand of materials used within the system.  The environment agent is also responsible for maintaining the status of the technologies present in the system.
2.3. Model Implementation
2.3.1. Agent Behavior


In order to ensure that the agents can interact symmetrically within the simulated environment, the agent logic has been divided into two distinct stages.  The first stage is a decision making step.  As an example, consider a producer agent.  In the decision making stage the producer agent forecasts demand for the product, determines how much to produce and determines the amount of raw materials necessary for production.  In addition, the agent makes decisions on whether to expand capacity or invest in research.  Once every agent has made the necessary decisions, the interaction stage may begin.

Agent decisions are made by consulting a set of rules established for each agent class.  Let us consider a production agent.  After examining the percent utilization of production capacity and the average price received for the product in the previous tick and knowing the amount of unsold product remaining in inventory, where applicable,  a production agent will choose the quantity to produce and the price at which to initially offer it for sale.  From this information the amount of raw material necessary for production and the maximum allowable price to purchase it at are calculated.  Additionally, the historical percent utilization and inventory remaining are examined and a decision on whether to proceed with a capacity expansion is taken.
2.3.2. Agent Interactions


The most important interaction between agents is the buying and selling of energy products.  These market actions determine the price of the products and are the mechanism by which consumer demand is fulfilled.  Negotiation is accomplished through a “take it or leave it” approach.  An offer to buy or sell a set quantity of a product at a specified price is made to a random potential partner and either accepted or rejected.  If rejected, the initiating agent may not make another offer to the rejecting agent during the same time frame, but may change the terms of the offer made to other potential partners.  This process is repeated until the required goods are completely bought or sold, or until the list of potential trading partners is exhausted.
2.3.3. Learning Curves

A two-factor learning curve (Kouvaritakis et al., 2000) is used to represent the state of each technology within the model.  Using the learning curve the current cost of a technology can be computed by using the cumulative production capacity of the technology and the research spending on the technology as inputs.   Each agent within the system keeps a personalized learning curve for all of the technologies with which it deals.  In addition there is a global learning curve for each technology that updates the individual curves after a time delay.  The learning curve equation used is shown in equation (1).
TCit = δ0 * (CCitlog2(1-α)) * (Kitlog2(1-β))
(1)
Here TCit is the installed cost per unit energy for entity i at time t, δ0 is the base cost of the technology, CCit is the cumulative installed capacity for entity i at time t, α is the production learning ratio, Kit is the knowledge stock of the technology for entity i at time t and β is the research learning ratio.  The knowledge stock variable is further defined in equation (2). 
Kit = (1-λ) * Kit-1 + Rit-φ
(2)

The knowledge depreciation rate is λ, Rit is the amount of research spending from entity i at time t and φ is the time until impact for research spending.
3. Illustrative Example – Indiana Energy System Model


The energy system of the state of Indiana was chosen as a test case for the modeling approach, because it contains sufficient complexity to assess the framework proposed while providing clear system boundaries.

The state was divided into six geographic regions based on the regions defined by the Indiana Economic Development Corporation.  Each region possesses an agent for each of the four consumer sectors and a raw material agent which represents the agricultural sector.  In addition there are 38 producers throughout the state including: two oil refineries, two biodiesel plants, four ethanol production plants, seventeen coal electricity plants, nine natural gas electricity plants, two oil electricity plants and three hydroelectricity plants.  [image: image1.png]Stosept [
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Where possible the history of the producer entity was taken into account. For example, the Norway and Oakdale hydroelectric dams are rated at 7.2 MW and 9.2 MW of generating capacity, however the historical maximum outputs of 4 MW and 6 MW are the values used in the model.  There are also raw material agents that represent the oil, coal and natural gas extraction that occurs predominantly in the southwestern corner of the state.  Ten energy products or product precursors are considered within the model: crude oil, coal, natural gas, gasoline, diesel fuel, biodiesel, ethanol, electricity, corn and soybeans.  Sixteen energy technologies which produce, extract or convert the above energy products and are at varying stages of maturity are also accounted for: crude oil extraction, crude refining to gasoline, crude refining to diesel, coal mining, electricity production from coal, natural gas extraction, electricity from natural gas, corn agriculture, corn ethanol production, solar photovoltaics, wind electricity, nuclear electricity, biodiesel from soy production, soybean agriculture, electricity from crude oil and hydroelectricity.
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Since consumer demand drives many of the decisions made within the energy system, we examine the consumer agents’ demand projection capabilities.  Since the starting point for our model is the year 2006, the best data with which to compare our projections is that of the State Utilities Forecasting Group (Rardin et al., 2005, Figure 2).  A base case model in which all taxes and subsidies would remain at current levels for a ten year period was examined.  This base case preliminary electricity demand profile (Figure 1) is used in order to validate the model results and verify that the consumer agents are functioning properly.  
Figure 1: Model Projected Electricity Demand 

Figure 2: Indiana SUFG projections


As can be seen from Figures 1 and 2, the aggregation of the twenty four different consumer agents within the Indiana energy system yields electricity consumption patterns which track well over this short time frame with the projections of the state utilities forecasting group.  The model projections tend slightly lower than the base case scenario, but still well within the lower bound case.
4. Conclusion

A framework for an agent-based model of energy systems has been developed.  The approach uses autonomous agents to represent the entities within the energy system and allows the agents to interact with other agents and the environment.  A model of the state of Indiana energy system has been developed in order to demonstrate the advantages of such an approach, which include the illustration of the effects of interactions between entities within the system.  Partial validation of the model has been shown.  Further work will include the complete validation of the Indiana model and the testing of Indiana government energy system policies through scenario analysis.
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