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Abstract: Although many iterative algorithms have been proposed for solving Hamilton-
Jacobi-Bellman equation arising from nonlinear optimal control, it remains open how fast those
algorithms can converge. The convergence rate of those algorithms is of great importance in
concluding whether they offer practical benefit. This paper presents a study on how fast the well-
known Leake-Liu algorithm in Leake and Liu (1967) can converge. The relationship between
the sequence of approximate solutions to the HLB equation and the corresponding sequence
of control laws is first established. Based on this relation, several results are provided on the
convergence rate of the Leake-Liu algorithm. These results demonstrate that the convergence
rate of the Leake-Liu algorithm can be quadratic in the domain of interest under favorable
conditions. Further, they include the well known quadratic convergence results in Kleinman
(1968) and in Reid (1972) as special cases, which have been established for linear time-
invariant and time-varying systems (with quadratic performance index) respectively. Under
weaker conditions, the convergence rate of the Leake-Liu algorithm is shown to be quadratic

locally i.e. in the neighborhood of the origin.

1. INTRODUCTION

Nonlinear optimal control often boils down to the problem
of solving the well known Hamilton-Jacobi-Bellman (HJB)
equation, which is a nonlinear partial differential equation.
Except for a few special cases, obtaining the explicit exact
solution of Hamilton-Jacobi-Bellman equation has been
proved to be extremely hard if not impossible. This diffi-
culty has led to the idea of using successive approrimations
to approach the exact solution of the HJB equations. Along
this line of research, many iterative algorithms for solving
the HJB equations have been proposed in the literature,
see for example algorithms in Leake and Liu (1967);
Saridis and Lee (1979); Beard and McLain (1998); Abu-
Khalaf and Lewis (2005). For a more detailed review on
iterative algorithms for solving the HJB equations, the
readers are referred to Beard and McLain (1998), Abu-
Khalaf and Lewis (2005), and Feng et al. (2009).

Although many iterative algorithms for solving the HJB
equation have been shown to be able to converge to the
exact solution of Hamilton-Jacobi-Bellman equations, it
remains open on how fast they can converge. Because of
the numerical nature of those algorithms, it is of great
importance to know their convergence rate in order to
determine properly the stopping criterion. However, in the
literature, very little research has been done on estab-
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lishing the convergence rate of the proposed algorithms.
The aim of this paper is to make some contribution in
this direction. Specifically, an answer will be provided on
how fast the Leake-Liu algorithm proposed in Leake and
Liu (1967) can converge. We are not proposing a new
algorithm.

2. THE LEAKE-LIU ALGORITHM AND ITS
RELATED RESULTS

For the convenience of analysis, some materials drawn
from Leake and Liu (1967) will be cited in this section.

2.1 Systems and problem of interest

The system under consideration in Leake and Liu (1967)
is described as

&= f(x,u,t),z(ty) = xo (1)
where x € R" is the state, f € R" is a continuously differ-

entiable vector function, and u(x,t) is an r—dimensional
vector defined on R"™ x R!. The solution of (1) is denoted

as (z)u(t) = ¢u(t§ Zo, tO)'
Let G C R™ x R' be a closed subset of R™ x R, which is

the domain of interest, and let the target set S be a closed
subset of G.
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Admissible feedback control law: u will be called an
admissible feedback control law if (a) it is contin-
uously differentiable with u(x,t) belonging to a locally
compact set U C R" for all ¢; (b) it has the property
that when substituted into (1), any motion beginning in
G — S reaches S, or approaches S, in a uniform asymptotic
manner without leaving G. The set of all admissible
feedback control laws will be denoted as K°.

The terminal time t; = t1(zg,to) is defined as the first
time instant after o when the motion (¢, (t),t) becomes a
member of S. If instead, the motion (¢, (t),t) never enters
S but asymptotically approaches it, the terminal time is
defined as t; = oo.

The problem is to find the optimal control u (if it exists)
to minimize the following cost function:

J (o, to;u) = A[¢u(t1;70,t0), t1]

t1

+/L[qbu(a;xo,to),u(cZ)U(Q;xo,to),a),a]da (2)

where L is nonnegative and continuously differentiable,
and A is positive definite and continuously differentiable.

Define
VO(wo,to) = infuercod (w0, to; u).

Let

H(x,p, t,u) =< f(x,u,t),p > +L(x,u,t). (3)

The following two assumptions are needed.

e Assumption Al: H has a unique absolute minimum
for each z, p, t with respect to the values in u € U. Let
the associated location of the minimum be denoted as

c(z,p,t).
e Assumption A2: ¢(z,p,t) is a continuously differen-
tiable function of z, p,t.

Define the Hamiltonian as
HO(z,p,t) = H(x,p,t,c(x,p,1))
:minueUH(CC,p,t,U)- (4)
Then, the Hamilton-Jacobi equation is defined as

Vi + H(x,Vy, t) = 0 (5)

where V(xz,t) is a scalar function defined on R™ x R,
Vi =0V/ot and V,, = grad V.

According to Leake and Liu
motion of (1)

(1967), we have along the

dJ(¢u (t, Zo, tO)v t; ’ZL) .
dt B
_L[¢u(t§xOvtO)vu((bU(t;xOvtO)vt)at]' (6)

Denote ¢, (t; zo,t0) by x, we have

dJ(z,t;u)
dt
where z satisfies ¢ = f(z,u,t).

:*L(Z,U,t), (7)

2.2 The Leake-Liu algorithm

Define v as a set of all continuously differentiable scalar
functions such that V(z,t) = A(z,t) on S, and let v" be
the subset of v such that if u(z,t) = ¢(x, Vy(2,t),t), then
ue KO, ie, uis admissible.

In Leake and Liu (1967), the following three transforma-
tions were introduced.

Ty : v? — KU is defined by T1(V) = u, where u(z,t) =
c(x, Vi, t).

Ty : K° — v is defined by To(u) = J(z,t;u), where
J(z,t;u) is continuously differentiable with J(x,t;u) =
Az, t) on S.

T : 0% — v is defined by T(V) = To(T1(V)) = J(z,t;u)
with u(z,t) = c(z, Vi, t).

Based on these transformations, the following sequence
was constructed in Leake and Liu (1967) to provide a
sequence of approximate solutions to the HJB equation:

Step 1: Choose V! € 0.

Step 2: For k = 1,2,3,- - -, define u**! = ¢(x, V¥, t), check
whether T'(VF) € 00, If yes, let VF+1 = T(VF). Otherwise,
stop.

In this paper, we call the above sequence construction
procedure the Leake-Liu algorithm. The following result
from Leake and Liu (1967) summarizes the main property
of this algorithm.

Theorem 1. For the optimal problem given by (2) subject
to (1), if the Leake-Liu algorithm is applied with initializa-
tion V1 € v0 and if T(V*) € 00 for all k = 1,2,---, then
VO(z,t) < VF (2 t) < VF(z,t) < Vi(a,t),(z,t) € G.
Let V*(2,t) = limg—oo VF(2,t), if V*(2,t) € 0° and T is
continuous in v° C v, limg_V¥(z,t) = VO(x,t) point-
wise on G. If G is bounded, the convergence is uniform.

In fact, suppose that V1(x,t) has been found such that the
system @ = f(x,c(z, V5, t),t) is uniformly asymptotically
stable, then the sequence V* (x,t) can be recursively
computed by solving the following sequence of linear PDEs

<VE fla e, VE ), 8) > +VE = —L(x, VE, 1) (8)
with the boundary condition V¥ (x,t1) = A(w,t1).

In the next section, an answer will be provided on how fast
the convergence is.

3. THE CONVERGENCE RATE OF THE LEAKE-LIU
ALGORITHM

The convergence of the Leake-Liu algorithm has been
established in Theorem 1. In this section, the convergence
rate of the algorithm will be studied. We only consider the
case that GG is bounded, where t; is finite.

3.1 A relationship between VF¥(z,t) and u*(z,t)

To establish the relationship between V¥ (z,t) and u*(z,t),
the technique in Kalman (1960) will be used here with
some slight modifications.

Define L*(z,u,t) = L(z,u,t)+ V2 (z,t)+ Vo (z,t) f (z, u, t).
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Since H(z,V?,t,u) has a unique and absolute minimum

at u¥ = c(:; ‘l/,( t),t), we have

L(x,u®,t) + VO fu(z,u’,t) = 0. 9)

Since V9(z,t) satisfies (5), we obtain

~Va,t) = L(z,u’t) + V2 f(z,u, ). (10)

Using (10), we obtain

L*(z,u,t) = L(x,u, t) + V2(x,t) + VO(x,t) f(x, u,t)
= L(z,u,t) + V2(x,t) + VO f (x,u’,t)
VO f(x,u’ t)+VO f(z,u,t)
= L(z,u,t) — L(z,u°,t)
VR (@ t) = fl,ul, 1) (11)

It is immediate to see that L*(x,u° t) = 0. Noting that
Li(z,u,t) = Ly(x,u, t)+V2(z,t) fulx, u,t), it follows from
(9) that L (z,u",t) = 0. Therefore, there exists a matrix
®(z,t) such that

L*(:C,’u,vt):(U7UO)T@(:C,15)(U7UO), (12)

where ®(z,t) = L, (z,u’ + 0(u — u®),t) with 0 < 0 < 1

and 6 depending on u (which is an admissible control law

and is continuous differentiable with respect to x,t) and
Y (which is the optimal control law) and thus on x, t.

If VP(z,t) and V2 (x,t) are continuous with respect to x, ¢,
the smoothness of f(x,u,t), L(z,u,t) and the admissible
control law imply that ®(z,t) is continuous on G.

Now V¥(x,t) — VO(x,t) will be characterized by making
use of L*(z,u,t). Note that V*(z,t) = J(x,t;u”) with u*
defined as u”(z,t) = c(z, VE1 ).

When u*(z,t) = c¢(x, VF~1 t) is applied to system (1), the
state x(t) satisfies

i = f(x,u” 1), 2(to) = 20 (13)
Along the solution of (13), it follows from (7)

dVF(z,t

% = L(z,u",1). (14)

For VO(x,t), it is obvious that, along the solution of (13),
one can obtain

dVO(z,t)

o :Vto(:c,t) +V£(x,t)f(x,uk,t).

(15)

It follows from (14), (15) and (12) that

dVO(z,t)  dVF*(x,t)
dt dt
z,uf 1) + VO (2, t) + VO (x, t) f(x,ub 1)
L*(z,u”,t)
(uF — u®) Tk (z, ) (u* — u)
(z,t) = L, (z,u® + 0(uF — u),t).

— L

(16)

g

where ®

16) from to to t1, the following relationship
t) and u*(x,t) can be established:

Integrate
between V" (x,

V¥(xo,to) —

ty

_ / (uF — )T (z, ) (u* — uO)dt.

to

VO(x0,0)

(17)

3.2 The convergence rate of the Leake-Liu algorithm in G

In this subsection, we will provide some results on the
convergence rate of the Leake-Liu algorithm.

We have the following result.

Theorem 2. Suppose that all the conditions in Theorem 1
are met. Then there exist a constant K for k = 1,2,---
such that

max(z’t)eg[Vk(ac, t) — VO(Ia t)]
<K maac(xyt)egﬂuk — uOHQ.
(1)
Proof: It follows from (17) that we have
V¥(xo,t0) — VO(x0, to)
t1
< [t a0t o)
to
t1
< [t~ P
to
1
< maspeclut o'l [ [8¥]de.
(19)

Since (19) is true for any (zg,tp) € G and any k = 1,2, -+
it follows that

mal‘(x,t)GG[Vk (.f, t) - Vo(x7 t)]

< [ 10¥at mase peal — ol
to

(20)

Since V2(z,t) and V(z,t) are continuous with respect
to z,t, it can be shown that ®F(z,t),k = 0,1,2,--- are
continuous with respect to x,t on G. Thus, ®*(x,t),k =
0,1,2,--- are bounded on G. Because limy_o,V,* = V0 in
G, it follows from the smoothness of L(z,u,t), f(z,u,t)
and the definition of ®%(x,t) that limy ..o ®"(x,t) =
®0(x,t) = L%, (x,u’t) in G. Noting that G is compact,
this convergence is uniform, which implies that ®*(x,t)
are bounded for all k and (z,t) € G. Hence, there exists a
constant K independent of k such that for kK =1,2,--- it

holds :01 |®F||dt < K. This completes the proof. q

If the control law sequence converges, the result in the
above theorem shows that the convergence rate of the

8066



Preprints of the 18th IFAC World Congress
Milano (Italy) August 28 - September 2, 2011

Leake-Liu algorithm is at least equal to the square of
the convergence rate of the control law sequence. If the
convergence rate of the control law sequence is the same
as or faster than the convergence rate of the Leake-Liu
algorithm, the convergence rate of the Leake-Liu algorithm
will be quadratically fast.

In the following, we shall establish the relation between
the convergence rate of the Leake-Liu algorithm and the
convergence rate of the sequence V.

Note that u* = c(x, VF~1¢) and u® = c(z,V0,t), the
smoothness of function c(.,.,.) implies that there exists a
continuous matrix function p¥(z,t) > 0 such that

uf —u® = pF(x, t)(VEE = VD). (21)
Then we have the following result, which can be proved in

a similar way as Theorem 2.

Theorem 8. Suppose that all the conditions in Theorem 1
are met. Then there exist a constant K for k = 1,2,---
such that

ma:c(%t)ec[vkﬂ(x, t) —VO(x,t)]
< K maz( nea| Ve — V2%
(22)

If the sequence V¥ converges, the result in the above
theorem shows that the convergence rate of the Leake-Liu
algorithm is at least equal to the square of the convergence
rate of the sequence V*. If the convergence rate of VF is
the same as or faster than the convergence rate of the
Leake-Liu algorithm, the convergence rate of the Leake-
Liu algorithm will again be quadratically fast.

It should be noted that the point for having Theorem 2
and Theorem 3 is to provide theoretical results on the
convergence rate of the Leake-Liu algorithm rather than
techniques that can be used in practical computation. The
results are of significant importance because they show
that the Leake-Liu algorithm can converge quadratically
fast in theory under certain conditions. No such results
have been provided although the Leake-Liu algorithm has
been proposed for over 40 years. Although these results
cannot be directly used in computation, the quadratic
convergence rate certainly offers theoretical guidance on
the determination of the stopping criterion of the Leake-
Liu algorithm.

Further significance of the result in Theorem 3 is that
it includes the well known quadratic convergence results
in Kleinman (1968) and in Reid (1972) for linear
time-invariant and time-varying systems with quadratic
performance index as special cases. This point will be seen
clearly in the next subsection.

3.3 Special cases
Consider the following time varying system

&= A(t)z(t) + B(t)u(t),

Compare it with (1), we have f(z,u,t) =
Consider the following cost function

x(to) = wo.

A(t)z + B(t)u.

(23)

J (o, to;u) = 27 (t1)Wa(ty)

ty
+/xT(t)Q(t)x(t) +u” () R(t)u(t)dt
to
where Az(t1),t1] = 27 (t1)Wa(t1) with W being a non-
negative definite matrix, L[z, u,t] = 27Q(t)x + v R(t)u.
According to Anderson and Moore (2007), the optimal
cost function is VO(z,t) = 2T P(t)r and the optimal
control is u’(t) = —R~Y(t)B(t)P(t)z, where P(t) is the
solution of the following equation

(24)

—P(t) = P(t)A(t) + AT (1) P(t)
+P)B)R™ ()BT (1) P(t) + Q(t)
with P(t;) = W.

(25)

To solve the equation (25), a recursive algorithm has
been provided in Reid (1972). The idea is to compute a
sequence of matrix functions P*(t) recursively by solving
the respective differential equations

—P* (1) = Q(t) - P*(t)B(t)R™

+PPHHO)[A() + B(OR™ ()BT (1) P*(1)]

HAT () + PRO)BOR (1) BT ()] P (¢)
with PE+L(T) = .

Since V! = 2T Pl(t)x and w?(t) = —R™(t)B(t)P'(t)x,
using the fact the system is linear, it is not hard to show
that the Leake-Liu algorithm will ensure that V*(z,t) =
2T PRz, k = 2,---. Then u**l(t) = c(x,VF 1) =
—~RYt)B(t)P*(t)x,k = 1,2,---. Now, using L[z, u,t] =
2T Q(t)x + uT R(t)u, it is easy to check that (8) leads to
(26). Hence, the recursive algorithm in Reid (1972) is a
special case of the Leake-Liu algorithm.

When A(t) = 4, B(t) = B, R(t) = R, Q(t) = Q, Ph(¢) =
P* W = 0,t; = oo and under controllability and ob-
servability requirements, then the optimal cost function
is VO(x) = 2TPx and the optimal control is u(t) =
—R'BPz, where P is the solution of the following equa-
tion

LB (H)PH()

(26)

0=PA+ AP+ PBR'BT"P+Q. (27)
In Kleinman (1968), a recursive algorithm has been pro-
posed to compute P. The idea is to compute a sequence of
matrix functions P* recursively by solving the respective
equations

0=Q— P*BR'BTP*

+P* A+ BR™'BT PH]

+[AT + P*BR™'BT|pFt! (28)
with P! chosen such that u?(t) = —R~!BP'z makes the
closed-loop system asymptotically stable.
Since Vi(z) = 2TP'z and v?(t) = —R 'BPz, using
the fact the system is linear time-invariant, it is not hard
to show that the Leake-Liu algorithm will ensure that
VE(z) = 2T Pkz,k = 2,---. Then u**1(t) = c(z, V1) =
—~R™'BP*z k =1,2,---. Now, using L[z, u,t] = 27 Qx +
u” Ru, it is easy to check that (8) leads to (28). Hence,
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the well-known Kleinman algorithm in Kleinman (1968)
is also a special case of the Leake-Liu algorithm.

For the time-varying case, since V*(x,t) = 27 P*(t)x, k =
1,2,---, the fact that limg_...V¥(z,t) = VO(x,t) =
2T P(t)z implies that lims_..oP*(t) = P(t). Noting
that VF = 2PF(t)z and V2 = 2P(t)z, it follows that
limg—ooVF = V9. Since all the conditions in Theorem
3 are met and the convergence rate of V¥ is the same as
V* it follows that V¥ (z,t) converges to V°(z,t) quadrat-
ically fast. By the definitions of V*(x,t) and VO(x,t),
P%(t) must converge to P(t) quadratically fast, that is,
matiepry ] |1PPTHE) — P(t)|| < Mmaziep, 4[| PF(t) —
P()||?, which is the result obtained in Reid (1972).
Similarly, for the time-invariant case, it can be shown that
| P¥+1 — P|| < M||P* — P||?, which is the result obtained
in Kleinman (1968). The above argument shows that the
result in Theorem 3 includes the results in Reid (1972)
and Kleinman (1968) as its special cases.

3.4 Local quadratic convergence of the Leake-Liu algorithm

In the previous subsection, it is shown that the Leake-Liu
algorithm can converge quadratically fast under favorable
conditions. However, these favorable conditions may be
too strong or difficult to check. In this subsection, it will
be shown that these assumptions can be removed if only
the local convergence rate of V¥(z,t),k = 1,2,--- (i.e.
convergence restricting x to a neighborhood of the origin)
is of concern.

The following lemma is useful.

Lemma 1. Suppose V(z,t) is a smooth function of x and
t with V(z,t) > 0 for  # 0 and all ¢ and V(0,¢) = 0 for
all t. Then, V(z,t) can be written as

V(x,t) =27 ®(x, )z (29)

where ®(x,t) = V. (0x,t) with 0 < § < 1 and 0 depending
on .

Proof: Expand V' (z,t) at © = 0, we obtain

Ve, t) =V(0,t) + Vo(0,8)z + E(z,t),  (30)

where E(z,t) is the quadratic remainder in the Taylor
series of V(x,t) at = 0.

Using the well known estimate for the remainder, we have

E(x,t)= xTVm(Q:c, t)x,
where 0 < 6 <1 and 6 depends on x.

(31)

Since 6 depends on x,V,,(0x,t) is a function of x,¢ and
thus can be denoted as ®(z,t). This proves V(z,t) =
2T ®(x,t).

Note that V(0,t) = 0 and also that V(x,t) > 0 for z # 0
and all ¢, it follows (30) and (31) that V,(0,¢) must be
zero for all ¢. This leads to the conclusion of the lemma
immediately.q

The following assumption, almost costless in terms of loss
of generality, is made on V¥ (z,t),k =1,2,---.

o Assumption Ad: V1(0,t) =0 for all ¢, and VO(z,t) >
0 for x # 0 and all ¢.

Lemma 2. Suppose that all the conditions in Theorem 1
are met. If assumption A4 is satisfied, then V*(z,t) >
0,k=1,2,---forall z # 0 and all ¢, and V*(0,¢) = 0,k =
0,2,3,--- for all t.

Proof: This lemma follows from Lemma 1 and Theorem 1
immediately.q

Also, the following result can be proven.

Lemma 3. Suppose that all the conditions in Theorem 1
are met and that assumption A4 is satisfied. Then there

exists a sequence of matrices ®(z,t),k = 0,1,2,--- with
continuous elements such that
VR, t) =2 % (z, )2,k =0,1,2,---. (32)

Proof: The conclusion follows from Lemma 2 and Lemma

1.9

Because of Lemma 3, V¥(z,t) can be written in the
following form:

VF(z,t) =2" Po(t)z + O(z),,k = 0,1,2,---  (33)
where Py(t),k = 0,1,2,--- are symmetric and O(z) de-
notes the high order terms.

The following assumptions, which are without significant
loss of generality, are also needed.

e Assumption A5: Py(t) > 0.

e Assumption A6: For £ = 2,3,---, u* is a control
law such that the solutions of & = f(x,u*,t) satisfy
(z,t) € G, |lz(t)| < Millwo|l and |[VF[| < M with
M, and M5 independent of k.

Regarding Py (t), the following result can be obtained.

Theorem 4. Suppose that all the conditions in Theorem 1
are met. If assumption A4 is satisfied, then

Po(t) < Prya(t) < Pr(t) < Pa(t); (34)

and limg_,oo P (t) = Po(t). If in addition, assumption A5
is also satisfied, then Py (t) > 0,k =1,2,--- for all ¢;

Proof: According to Theorem 1, we have VF+l(x,t) <
VE(x,t). This together with (33) implies that Py (t) <
Pi(t). Use this argument, the first conclusion is proved
to be correct. Since limg_ooV*(z,t) = VO(z,t), we must
have limy oo Pr(t) = Po(t). The first conclusion together
with assumption A5 proves that Py (t) > 0,k =1,2,--- for
all t. q

The above theorem actually shows the quadratic terms
2T Py(t)w,k = 1,2, in V¥(x,t),k = 1,2,--- are non-
increasing and converge to the quadratic term a7 Py(t)x
in VO(z,1).

A further result is presented in the following theorem.

Theorem 5. Suppose that all the conditions in Theorem 1
are met. If assumptions A4, A5 and A6 are satisfied, there
exists a constant K such that

maze(ty,i) | Prr1(t) — Po(t)]]

< K mazepsy |1 Pe(t) — Po(t)|*, k = 1,2,---. (35)

Proof: Using (33), ®*(z,t) can be written as
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OF (2, t) = Pu(t) + O(z),k = 0,1,2,---. (36)
Substitute (36) into (17) and use (21), one obtains
25 (Piet1(to) — Po(to))xo + O(o)
t1
§M1||$o||2/pk“llq’kﬂllllpk(t) - Po(t)]*dt
to
+0(z0),k=1,2,---. (37)

Since G is bounded and closed, it is not hard to show that
Assumption A6 implies that there exists a constant K such

that
ty

Ml/pkHH(I)k“Hdt < K.

to

The above fact together with (37) implies that there exists
a positive constant J small enough such that for any
xo € By, the following holds

2§ (Piy1(to) — Po(to))zo
< Klzo|*mazieig )| Pr(t) — Po(t)|? k= 1,2,

(38)
Since Py (to) > 0,k =0,1,2,---, (38) implies that
[ Prt1(to) — Polto)|
< K mazyefpy ) ||Pe(t) — Po(t)|*, k= 1,2,
(39)
Since (39) is true for any t2 € [to,t1], we have
([ Prta(t2) — Po(ta)|
< K matie(, 1, Pr(t) — Po(t)])?
< K mazte[t(),tl]HPk(t) - Po(t)H2, k= ]-7 2; e (40)

It follows from (40) immediately maxicp, e[| Pr1(t) —
Pl < K mazieqy)||P:(t) — )%k = 1,2,
which completes the proof. §

The result presented in Theorem 5 proves that the conver-
gence rate of the quadratic terms z7 Py (t)2, k = 1,2,-- - in
VE(x,t),k = 1,2, is actually quadratic in a sense that
maziciy )| Prri(t) — POl < K mazieqig )| Pe(t) —
Po(t)”Qa k= ]-7 2; .

With the help of Theorem 5, the following local result

on the convergence rate of V¥(z,t),k = 1,2,--- can be
proved.

Theorem 6. Suppose that all the conditions in Theorem 1
are met. If assumptions A4, A5 and A6 are satisfied, there
exists a positive constant ¢ such that for any ||z|| < d, the
sequence V¥(x,t),k =1,2,--- converges quadratically.

Proof: It follows from (33) that
Hvk-i-l(x, t) - Vo(x7 t)H

= |2 (Pres1(8) = Ro(t))al| + O(x),
where O(z) is of order higher than the term ||z||?.

(41)

Note that O(x) is of order higher than the term ||z||?, there
exists a positive constant § such that for any ||z| < 9,

27 (Peyr(t) — Po(t))x]|/2
<[V, ) = VO(2,0)]

< 2|l (Peya (t) — Po(t))z]l, (42)
This proves that for any ||z|| < ¢, the convergence rate
of V¥(x,t),k = 1,2,--- is the same as the sequence
Py(t),k =1,2,---, which proves the theorem.

It is obvious that the result would be more attractive if
one could provide an estimate on the constant §. However,
given the fact that general nonlinear systems are under
consideration, such an estimate is highly nontrivial and
will be left as a future topic.

4. CONCLUSIONS

In this paper, the convergence rate of the Leake-Liu
algorithm for solving Hamilton-Jacobi-Bellman equation
has been investigated. It has been shown the convergence
rate of the Leake-Liu algorithm can be quadratically fast in
a compact domain of interest under favorable conditions.
With less restrictive conditions, it is shown that the
convergence rate of the Leake-Liu algorithm is quadratic
locally.

In this paper, only the case that G is compact was
considered. The case that G is not compact, which is more
challenging, is left as a future research topic.
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