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Abstract: PID controllers have been widely employed for industrial processes.
Although most process systems have nonlinear properties, the effective PID
parameters tuning method for nonlinear systems have not been established yet.
Therefore, in this paper, a new tuning method of PID parameters is proposed for
nonlinear systems using the idea of a data-based modeling method. According to
the proposed method, PID parameters can be adequately tuned by input/output
data of the controlled object stored recursively in the data-base. Finally, this
method is experimentally evaluated on a temperature control system. Copyright
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1. INTRODUCTION

In recent years, many complicated control algo-
rithms such as adaptive control theory or ro-
bust control theory have been proposed and
implemented. However, in industrial processes,
PID controllers (Astrom and Higglund, 1988;
J.G.Zieglar and N.B.Nichols, 1942; K.L.Chien et
al., 1972) have been widely employed for about
80% or more of control loops. The reasons are
summarized as follows. (1) the control structure
is quit simple; (2) the physical meaning of control
parameters is clear; and (3) the operators’ know-
how can be easily utilized in designing controllers.
Therefore, it is still attractive to design PID
controllers. However, since most process systems
have non-linear properties, it is difficult to obtain
good control performances for such systems sim-
ply using the fixed PID parameters. Therefore,
in adaptive tuning of these parameters, tuning
methods using neural networks(NN)(S.Omatu et
al., 1995) and genetic algorithms(GA)(B.Porter
and A.H.Jones, 1992) have been proposed un-

til now. Since the learning cost is considerably
large, it is not suitable very much to tune PID
parameters in an on-line manner. That is, it is
quite difficult to obtain good control performances
using these conventional schemes for time-varying
systems or nonlinear systems.

By the way, development of computers enables
us to memorize, fast retrieve and read out a
large number of data. By these advantages, the
following method has been proposed: When-
ever new data is obtained, the data is stored.
Next, similar neighbors to the information re-
quests, called ’queries’, are selected from the
stored data. Furthermore, the local model is
constructed using these neighbors. This data-
based(DB) modeling method, is called Just-In-
Time (JIT) method(A.Stenman et al., 1996;
Q.Zheng and H.Kimura, 2001b) , Lazy Learning
method(J.Zhang et al., 1997; G.Bontempi et al.,
1999) or Model-on-Demand(MoD) (A.Stenman,
1999), and these scheme have lots of attention in
last decade.



In this paper, a design scheme of PID controllers
based on the DB modeling method is discussed.
A few PID controllers have been already pro-
posed based on the JIT method(Q.Zheng and
H.Kimura, 2001a) and the MoD method(J.Ohta
and S.Yamamoto, 2004) which belong to the DB
modeling methods. The JIT method is used as the
purpose of supplementing the feedback controller
with a PID structure. However, the tracking prop-
erty is not guaranteed enough due to the non-
linearities in the case where reference signals are
changed, because the controller does not includes
any integral action in the whole control system.
On the other hand, the latter method has a PID
control structure. PID parameters are tuned by
operators’ skills, and they are stored in the data-
base in advance. And also, a suitable set of PID
parameters is generated using the stored data.
However, the good control performance cannot
be necessarily obtained in the case where non-
linearities are included in the controlled object
and/or system parameters are changed, because
PID parameters are not tuned in an on-line man-
ner corresponding to characteristics of the con-
trolled object.

Therefore, in this paper, a design scheme of PID
controllers based on the DB modeling method
is newly proposed. According to the proposed
method, PID parameters which are obtained using
the DB modeling method are adequately tuned in
proportion to control errors, and modified PID
parameters are stored in the data-base. There-
fore, more suitable PID parameters correspond-
ing to characteristics of the controlled object are
newly stored. Moreover, an algorithm to avoid the
excessive increase of the stored data, is further
discussed. This algorithm yields the reduction of
memories and computational costs. Finally, the
proposed method is experimentally evaluated on
a temperature control system.

2. PID CONTROLLER DESIGN BASED ON
DATA-BASED MODELING METHOD

2.1 DB modeling method

First, the following discrete-time nonlinear system
is considered:

y(t) = f(o(t — 1)), (1)

where y(t) denotes the system output and f(-)
denotes the nonlinear function. Moreover, ¢(t —1)
is called ’information vector’, which is defied by
the following equation:

ot) = [yt — 1), -, y(t —ny),
wt—d—1), ult—d—ny) ], (2)

where u(t) denotes the system input, and d de-
notes the time-delay. Also, n, and n, denote the
orders of the system output and the system in-
put, respectively. According to the DB modeling
method, the data is stored in the form of the in-
formation vector ¢ expressed in eq.(2). Moreover,
¢(t) is required in calculating the estimate of the
output y(t + 1) called ’query’. That is, after some
similar neighbors to the query are selected from
the data-base, the predictive value of the system
can be obtained using these neighbors.

2.2 Controller design based on DB method

In this paper, the following control law with a PID
structure is considered:

Au(t) = ke (% +A+ TT—SA2> et) (3)

= (K1 + KpA+ KpA?e(t),  (4)

where e(t) denotes the control error signal defined
by

e(t) = r(t) — y(t). (5)

r(t) denotes the reference signal. k., Ty and Tp
respectively denote the proportional gain, the
reset time and the derivative time, and T denotes
the sampling interval. Here, Kp, K; and Kp
included in eq.(4) are derived by the relations
Kp = k’c, K[ = k’cTs/T[ and KD = k’cTD/Ts.
A denotes the differencing operator defined by
A :=1—2""1. Here, it is quite difficult to obtain a
good control performance due to nonlinearities, if
PID parameters(Kp, K7, Kp) in eq.(4) are fixed.
Therefore, a new control scheme is proposed,
which can adjust PID parameters in an on-line
manner corresponding to characteristics of the
system. Thus, instead of eq.(4), the following
PID control law with variable PID parameters is
employed:

Au(t) = (K1 (t)+Kp(t) A+ Kp(t)A%)e(t). (6)

Now, eq.(6) can be rewritten as the following
relations:

u(t) = g(¢'(t)) (7)
¢'(t) == [K(t),r(t),r(t = 1),r(t - 2),

y(0),y(t = 1),y(t = 2),ut 1)) (8)

K(t) := [Kp(t), Ki(t), Kp(t)], (9)

where g(-) denotes a linear function. By substitut-
ing eq.(7) and eq.(8) into eq.(1) and eq.(2), the
following relations can be derived:



y(t+d+1) = h(¢(t + d)) (10)
o(t) == [yt +d), - y(t+d—ny +1),K(t),
r(t),r(t—1),r(t—2),y(t),y(t - 1),y(t - 2),

u(t—=1), -, ult —n, +1) ], (11)

where h(-) denotes a nonlinear function. Here, for
the simplicity, the orders of the output and input
are respectively set as n, = 1, n,, = 1 in eq.(11).
Therefore, K(¢) is given by following equations:

K(t) = F(o(t)) (12)
o) = [yt +d+1),y(t+d),rt),rt—1),
r(t—2),y(t),y(t —1),y(t —2),u(t —1) ],

where F'(-) denotes a nonlinear function. More-
over, y(t 4+ d) is given by the following equations:

(13)

y(t +d) = f(o(t +d - 1))
= fly(t +d—1),ut — 1))
= Iyt +d—2),u(t - 2),

= fy(t - 1),
= f{o(t — 1)},

where f(-) denotes a nonlinar function. y(t +
d) can be obtained using the information vector
d(t — 1) at time t. However, since ¢(t) associated
with y(t + d + 1) can not be obtained at time ¢,
y(t + d+ 1) is replaced by r(t + d + 1) Moreover,
it is assumed that the reference signals r(-) are
piecewise constant. That is,

u(t - 1)}

u(t—d—1),---,ut—1)}

(14)

r(t—2)=r(t—1)=r(t) = - = r(t +d+1).(15)

From eq.(13) to eq.(15), the information vector ¢
is newly rewritten as follows:

(E(t) = [ T(t)vy(t)vy(t -
u(t—1),u(t —2),---,

1)ay(t - 2);

ut—d—1)]. (16)

After the above preparation, a new PID control
scheme is designed based on the DB modeling
method. The controller design algorithm is sum-
marized as follows.

[STEP 1] Generate initial data-base

The DB modeling method cannot work if the past
data is not saved at all. Therefore, PID parame-
ters are firstly calculated using Zieglar & Nichols
method(J.G.Zieglar and N.B.Nichols, 1942) or
Chien, Hrones & Reswick(CHR) method(K.L.Chien
et al., 1972) based on historical data of the con-
trolled object in order to generate the initial data-
base. That is, ®(j) indicated in the following
equation is generated as the initial data-base:

{)(]) = [ (b(]) ) K(]) ] S 1727"'7N(0) (17)
where ¢(j) and K(j) are given by eq.(16) and
eq.(9). Moreover, N(0) denotes the number of
information vectors stored in the initial data-
base. Note that all PID parameters included in
the initial information vectors are equal, that is,

K(1) = K(2) = --- = K(N(0)) in the initial
stage.
[STEP 2] Calculate distance and select

neighbors

Distances between the query ¢(t) and the infor-
mation vectors ¢(i)(i # k) are calculated using
the following £;-norm with some weights:

5+d - -
(B0 D)) D 7¢z(t) —¢z(l7)7
dis(6(t), 6(7)) ; s (m) —min )| Y

where N(t) denotes the number of information
vectors stored in the data-base when the query
#(t) is given. Furthermore, ¢;(j) denotes the I-th
element of the j-th information vector. Similarly,
#1(t) denotes the [-th element of the query at t.
Moreover, maxg;(m) denotes the maximum ele-
ment among the [-th element of all information
vectors(¢(j), j = 1,2,---,N(t)) stored in the
data-base. Similarly, ming;(m) denotes the min-
imum element. Here, k pieces with the smallest
distances are chosen from all information vectors.

[STEP 3]

Next, using k neighbors selected in STEP 2, the
local model is constructed based on the following
Linearly Weighted Average(LWA)(C.G.Atkeson
and S.Schaal, 1997):

Construct local model

k

> wi=1, (19)

i=1

K()ld

-yt

where w; denotes the weight corresponding to

the i-th information vector ¢(i) in the selected
neighbors, and is calculated by:

” _"f [6i(t) ~ (D)

maxqbl( ) — H}?inqgl(m)]Q

(20)

[STEP 4] Data adjustment

In the case where information corresponding to
the current state of the controlled object is not
effectively saved in the data-base, a suitable set of
PID parameters cannot be effectively calculated.
That is, it is necessary to adjust PID parameters
so that the control error decreases. Therefore,
PID parameters obtained in STEP 3 are updated



corresponding to the control error, and these new
PID parameters are stored in the data-base. The
following steepest descent method is utilized in
order to modify PID parameters:

OJ(t+d+1)
O
n:= [np,n1, M0}, (22)

Knew(t> _ KOld(t) -

where 7 denotes the learning rate, and the follow-
ing J(t +d+ 1) denotes the error criterion:

Jt+d+1):= %5(t+d+1)2 (23)
e(t) == yr(t) —y(). (24)

yr(t) denotes the output of the reference model
which is given by:

(t) = ) (25)
Tz =14 t127  + 272 (26)

Here, T'(21) is designed based on the refer-
ence literature(T.Yamamoto and S.L.Shah, 1998).
Moreover, each partial differential of eq.(21) is
developed as follows:

78‘];;;%1) - —5(t+d+1)Ae(t)7ay(gZZ;_l)
78‘]6();6([;;1) = —5(t+d+1)e(t)7ay(gz(i;_1)
78J;§;Z?Cl($l) :—g(t+d+1)A2e(t)7ay(gZZ;r1)
(27)
[STEP 5] Remove redundant data

In implementing to real systems, the newly pro-
posed scheme has a constraint that the calculation
from STEP 2 to STEP 4 must be finished within
the sampling time. Here, storing the redundant
data in the data-base needs excessive computa-
tional time. Therefore, an algorithm to avoid the
excessive increase of the stored data, is further
discussed. The procedure is carried out in the
following two steps.

First, the information vectors ®(i) which satisfy
the following first condition, are extracted from
the data-base:

[First condition)]

where ® (i) is defined by
®(i) = [p(1) K{@)]. i=1,2,--- (29
Moreover, the information vectors ®(i) which

satisfy the following second condition, are further
chosen from the extracted ®():
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Fig. 1. The schematic figure of the experimantal
temperature control system.

[Second condition]

*K(G) - Kper))

=1

where ® (i) is defined by

B(7) := [qz(z), K(Z)} L =12, (31)

If there exist plural (1), the information vector
with the smallest value in the second condition
among all <I>(2), is only removed. By the above
procedure, the redundant data can be removed
from the data-base.

3. EXPERIMENTAL EVALUATION

The effectiveness of the proposed scheme is eval-
uated by applying for a temperature control sys-
tem.

3.1 Temperature control system

The schematic figure of the experimental tempera-
ture control system is shown in Fig.1. The control
objective is to regulate the heater temperature y
to any desired values by manipulating tuning the
input voltage u of the heater. Furthermore, let
u(t) be limited as 1.0[v]< u(t) <5.0[v]. Here, the
static properties and trajectories of the system
gain of this temperature control system are re-
spectively shown in Fig.2 and Fig.3, respectively.
From Fig.2 and Fig.3, it is clear that the experi-
mental temperature control system has non-linear
properties, because the static gain greatly changes
at each equilibrium point. Moreover, the cyclical
disturbances are given by the ”solenoid” shown
in Fig.1.

3.2 Controller Design

In order to generate the initial data-base, PID
parameters are tuned by the Ziegler & Nichols
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Fig. 2. Static properties of the temperature con-
trol system.
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Fig. 3. Trajectories of the system gain at each
equilibrium point.

(ZN) method. As the designing model, following
continuous-time model G(s) is considered.

K
G — —LS
() 1+4+Ts c

, (32)

where K, T and L denote the system gain, the
time-constant and the time-delay, respectively.
Here, by examining the properties of the system
at high temperature, these parameters are given
as follows:

K =80, T =100, L =10. (33)
Moreover, PID parameters which tuned by the ZN

method are given as follows:

Kpc =0.15, Kje =0.0075, Kpc = 0.75, (34)

where the sampling time T is set as 1.0[s]. Ac-
cording to the fixed PID method (ZN method),
there is a problem that the control result becomes
oscillatory using PID parameters tuned at high
temperature.

3.8 Control result
In order to confirm the effectiveness of the pro-
posed method, some control results are indicated.

First, the reference tracking properties are exam-
ined using the fixed PID controller tuned by the

40
- - Fixed PID method
38r : : : — Proposed method

36F

temperature’C]

34k

32

3

0 20 40 60 80 100 120 140 160 180 200
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Fig. 4. Control results using the proposed method
(solid line) and the fixed PID method (broken
line).

20 40 60 80 120 140 160 180 200

t[step]
Fig. 5. Trajectories of PID parameters corre-
sponding to Fig.4.

ZN method and the proposed method. Here the
reference temperature was set as 40[°C].

The control results using the fixed PID method is
shown in Fig.4(broken line). From Fig.4(broken
line), it can be seen that the response became
oscillatory. On the other hand, the control result
using the proposed method is shown in Fig.4(solid
line), and trajectories of PID parameters are
shown in Fig.5. From Fig.4(solid line) and Fig.5,
the good response can be obtained without over-
shoot and oscillation because PID parameters are
adequately adjusted. That is, the problem of the
conventional method can be solved using the pro-
posed method.

Next, the influence of the cyclical disturbances
is examined. The cyclical disturbances D(t) are
given by the following equation.

Off ( 0<t<150)
On (150 < t < 200)
D(t) =< Off (200 <t<300)  (35)
On (300 < t < 350)
Off (350 <t).

Here, it is assumed that the temperature can be
controlled adequately at 80[°C]. In this case, PID
parameters given in eq.(34) are similarly used .
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Fig. 6. Control results using the proposed method
(solid line) and the fixed PID method (dot-
ted line) for the system with cyclical distur-
bances.
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Fig. 7. Trajectories of PID parameters corre-
sponding to Fig.6.

The control results using the fixed PID method
is shown in Fig.6(dotted line). From Fig.6(dotted
line), it can be seen that the response became
oscillatory after 350[step]. On the other hand,
the control result using the proposed method is
shown in Fig.6(solid line), and trajectories of PID
parameters are shown in Fig.7. From Fig.6(solid
line) and Fig.7, it is clear that the influence of the
disturbance can be reduced more than the fixed
PID method, and the response can be obtained
without oscillation.

4. CONCLUSIONS

In this paper, a new design scheme of PID con-
trollers using the DB modeling method has been
proposed. Many PID controller design schemes us-
ing NNs and GAs have been proposed for nonlin-
ear systems up to now. In employing these scheme
for real systems, however, it is a serious problem
that the learning cost becomes considerably large.
On the other hand, according to the proposed
method, such computational burdens can be ef-
fectively reduced using the algorithm for removing
the redundant data. In addition, the effectiveness
of the proposed method have been verified by a
experimental temperature control system.

The authors wish to thank Mr.Takaaki Yamada
of OMRON Corporation for helping with the
experimental evaluation.
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