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Abstract: We address in this work some theoretical and numerical issues on optimal
design problems concerning evolution equation and more specifically the wave
equation posed in 1-D and 2-D domain. We compute the gradient of the cost
function and then use the level set approach to optimize the location of actuators
in order to stabilize or control exactly a given system Copyright c©2005 IFAC.
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1. INTRODUCTION

The goal of this work is to present some theoret-
ical and numerical remarks about optimal shape
design problem associated to time dependent sys-
tem, and more specifically to hyperbolic system.
In order to simplify the presentation, we will con-
sider here without loss of generality the isotropic
and homogenous wave system. (see (Münch n.d.)
for more details on the treatment and numeri-
cal simulations for non-isotropic elasto-dynamic
systems ). Let us present two “simple” problems
posed in R

2 we have in mind. The first one is
illustrated on Figure 1. Let be given yd ∈ L2(R2)
and ω a subset of R

2. Can we find a domain Ω
containing ω such that the restriction to ω of yΩ

solution of the heat system (1)






y′
Ω(x, t) − ∆yΩ(x, t) = f(x, t) in Ω × (0, T ),

yΩ(x, 0) = y0(x), in Ω,
yΩ(x, t) = 0 on ∂Ω × (0, T ),

(1)
is such that
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yΩ(x, T )|ω = yd(x) ? (2)

In other words, we want to control exactly the
solution on a part of the domain at time T by
the shape of the domain. We point out that
the domain Ω we are looking for is independent of
the time. Besides, the domain ω may be equal to
the whole domain Ω. Furthermore, by introducing
a parameter ε > 0, we may replace this exact
control problem by an approximate one: find Ω
such that yΩ solution of (1) verify

||yΩε
(x, T )|ω − yd(x)||2 ≤ ε. (3)

By means of optimization technics, these prob-
lems are equivalent to study the infimum of the
following functional

J(Ω, T ) =

∫

Ω

(yΩ(x, T ) − yd(x))21(x∈ω)dx. (4)

In this example, the heat equation may be re-
placed by another time dependent systems. We
may also design a second class of problem a bit
more complex in the sense that the domain we are
looking for now depends on the time. This second
example is illustrated on Figure 2.

Let now Ω ⊂ R
2 be fixed and let us consider on Ω

the following internal damped wave system:



y(x, T ) = yd(x)

Ω(T )?

ω fixed

∂ty − ∆y = 0

Fig. 1. Ω(T ) independent of time t minimizing the
functional ?

damping

a(x) = 0

a(x) > 0

y′′ − ∆y + a(x)y′ = 0

ω?

Ω fixed

Fig. 2. (ω(t))0≤t≤T minimizing the energy E of
the system?























y′′
ω(t)(x, t) − ∆yω(t)(x, t)

+a(x)y′
ω(t)(x, t) = f(x, t) in Ω × (0, T ),

yω(0)(x, 0) = y0(x) in Ω,
y′

ω(0)(x, 0) = y1(x) in Ω,

yω(t)(x, t) = 0 on ∂Ω × (0, T )
(5)

with for instance, a(x) = a1(x∈ω(t)), a > 0,∀0 ≤
t ≤ T . The energy associated to this system

E(ω, T ) =
1

2

∫

Ω

{

|y′
ω(x, T )|2 + |∇yω(x, T )|2

}

dx

(6)
is decreasing due to the following inequality:

E′(ω, t) = −
1

2

∫

Ω

a(x)|y′
ω(x, t)|2, ∀t > 0. (7)

Therefore, one may ask the following question:
can we find a sequence of domain (ω(t))t, 0 <
t < T minimizing the energy E at time T .
From a mechanical point of view, we would like
to optimize the location of a moving actuator
in order to damp the energy. In this case, we
may add a constraint condition on the area of
ω, the trivial solution being ω = Ω,∀t. Despite
an extensive literature on optimal design for time
independent problem, these kind problem remains
to be studied (see however (Zolésio and Truchi
1987) and the references therein) .

2. CONTINUITY RESULT

For Dirichlet boundary condition, we can obtain
the following continuity result leading to the exis-
tence of minima of J and E defined in the previous
section. Let us consider the following conservative
wave equation defined on Ω × [0,∞), Ω being a
bounded domain in R

2 of class C2:



























¤y(x, t) = f(x, t) in Ω × (0, T ),

y(x, t) = 0 on Γ ≡ ∂Ω × (0, T ),

y(x, t) = y0(x),
∂y

∂t
(x, t) = y1(x) in Ω × {t = 0},

(8)
where, for all x = (x1, x2) ∈ Ω,

¤y(x, t) =
∂2y

∂t2
(x, t) − ∆y(x, t). (9)

System (8) is well-posed in the space H1
0 (Ω) ×

L2(Ω). Indeed, given {y0, y1} ∈ H1
0 (Ω) × L2(Ω),

and f ∈ C([0,∞);L2(Ω)) there exists a unique
solution of (8) with (see (Lions and Magenes
1968))

y ∈ C([0,∞);H1
0 (Ω)) ∩ C1([0,∞);L2(Ω)). (10)

Let us reconsider the first example with this wave
system: in order to show that the problem admits
at least one solution, i.e. that the infimum of
the energy is a minimum, we need a continuity
of the solution yΩ with respect to the domain
Ω in a suitable topology, like those presented
and obtained for elliptic system with Dirichlet
((Chambolle and Doveri 1997), (Pironneau 1983),
(Sverak 1993), (Henrot 1994)). Following Sverak
(Sverak 1993), in the case where the domain Ω
is independent of the time, one may show the
following result:

Theorem 1. Let Ol = {Ω open subset of D, with
number of connected components of D/Ω < l}.

• IF Ωn ∈ Ol and D/Ωn converge to
D/Ω for the Haussdorff metric

• and IF y0
Ωn

→ y0
Ω in H1

0 (D), y1
Ωn

→
y1
Ω in L2(D)

THEN Ω ∈ Ol and yΩn
(., t) → y(., t) in

H1
0 (Ω)∀t ∈ [0, T ]. ¥

This kind of continuity result for the Haussdorff
topology then leads to existence result of our prob-
lem. In the next section, we obtain the derivative
of the functional J with respect to the domain and
unknown Ω.



3. SHAPE DERIVATIVE WITH RESPECT TO
THE DOMAIN

From a practical point of view, it is useful to have
an expression of derivative of the cost functional
with respect to the domain. We introduce a vector
field θ ∈ W 1,∞(Ω, R2) and the transformation
T : x → x + ηθ(x) ∈ Ωη. The derivative of the
functional J with respect to a variation of Ω in
the direction θ is defined as follow:

∂J(Ω)

∂Ω
.θ = lim

η→0

J(Ω + ηθ(Ω)) − J(Ω)

η
. (11)

It can be shown that this limit exists and there-
fore depends only of the field θ in an arbitrary
neighborhood of ∂Ω (see for instance, (Cagnol and
Zolesio 1999), (Murat and Simon 1976)), leading
to the following expression:

Theorem 2. The derivative takes the following
expression

∂J(Ω)

∂Ω
.θ =

∫

∂Ω

[

(yΩ(x, T ) − yd(x))21(x∈ω)

−
∂

∂n

∫ T

0

∂pΩ(x, t)

∂n
yΩ(x, t)dt

]

θ.nds,

(12)
where n designs the normal derivative (oriented
toward the exterior) and pΩ solution of the fol-
lowing adjoint problem with Dirichlet boundary
condition:











































∂2pΩ(x, t)

∂t2
− ∆pΩ(x, t) = 0 on Ω × (0, T ),

pΩ(x, t) = 0 on ∂Ω × (0, T ),

pΩ(x, t) = 0 on Ω × {t = T},

∂pΩ(x, t)

∂t
= 2(yΩ(x, t) − yd(x))1(x∈ω)

on Ω × {t = T}.
(13)

¥

Remark 1. The system (13) has a unique solution
in C([0, T );H1

0 (Ω)) ∩ C1([0, T );L2(Ω)). ¥

Proof. We may derive a rather formal proof using
the tools developed in (Cea 1986) and introduc-
ing the following Lagrangian defined for (v, q) ∈
C2([0, T ];H1

0 (Ω)) and

L(Ω,v, q, λ1, λ2, λ3) =
∫

Ω

(v(x, T ) − yd(x))21(x∈ω)dx

+

∫

Ω

∫ T

0

(

∂2v(x, t)

∂t2
− ∆v(x, t) − f(x, t)

)

× q(x, t)dxdt

+

∫

∂Ω

∫ T

0

λ1(x, t)v(x, t)dsdt

+

∫

Ω

λ2(x)(v(x, 0) − y0(x)dx

+

∫

Ω

λ3(x)(
∂v(x, 0)

∂t
− y1(x))dx.

(14)
(see (Münch n.d.)) for the details.

Remark 2. When ω is strictly included in the
domain Ω, the relation (12) simply becomes

∂J(Ω)

∂Ω
.θ = −

∫

∂Ω

∂

∂n

∫ T

0

∂pΩ(x, t)

∂n
yΩ(x, t)dt θ.nds

(15)

4. DETERMINATION OF THE OPTIMAL
SHAPE DESIGN BY LEVEL SET METHOD

Thanks to the derivative of J , the simplest way
to obtain a minimum is to use a gradient descent
method. This can be done independently of the
mesh of the domain using the well-known level
set approach introduced in (Sethian 1996) which
consists to give a description of the evolving inter-
face - in our case the boundary ∂Ω - independent
of the mesh. Let us consider the scalar function φ
such that







φ(x) ≤ 0 x ∈ Ω,
φ(x) = 0 x ∈ ∂Ω,
φ(x) ≥ 0 x ∈ D/Ω,

(16)

with D a fixed domain such that Ω ⊂ D. There-
fore, the evolving interface is characterized by

∂Ω = {x(τ) ∈ D such that φ(x(τ), τ) = 0},
(17)

where τ designs a pseudo-time variable, increasing
with time, that may be the real time, a load factor
or in our case, the iteration number of a given
algorithm. Differentiation in τ of (17) then leads
to

∂φ

∂τ
+ ∇φ(x(τ), τ).

dx(τ)

dτ
= 0. (18)

Denoting by F the speed in the outward normal

direction, such that dx(τ)
dτ .n = F where

n = ∇φ/|∇φ|, (19)

we obtain the following evolution equation for φ:

∂φ

∂τ
+ F |∇φ(x(τ), τ)| = 0, given φ(x, τ = 0).

(20)



Therefore the correct function F to take in order
that φ converges to a function corresponding to a
extremum of J is −j(uΩ, pΩ) (see eq.32), leading
to the algorithm defined on D

∂φ

∂τ
−j(uΩ, pΩ)|∇φ(x(τ), τ)| = 0, given φ(x, τ = 0).

(21)

Remark 3. The former assertion is numerically
observed in practice, although the question of
the asymptotic behavior in the pseudo-time τ of
the Hamilton-Jacobi equation (20) seems open.
There exists some results but under very restric-
tive conditions. For instance, for F constant, see
(Roquejoffre 2001) and the references therein. ¥

From the computational point of view, this ap-
proach needs to extend the system (8) to the
whole domain D. The simpler method to do so
is to replace (8) by the following one:






































∂2y

∂t2
(x, t) − 1Ω∆y(x, t) = 1Ωf(x, t) in D × (0, T ),

y(x, t) = 0 on ∂D × (0, T ),

y(x, t) = y0(x)1Ω in D × {t = 0}
∂y

∂t
(x, t) = y1(x)1Ω in D × {t = 0},

(22)
The numerical resolution of this kind of system,
although usual, may be difficult due to the possi-
ble of spurious high frequencies modes. The uni-
form convergence of the domain may be lost. We
discuss this point in the next section.

5. NUMERICAL EXAMPLE IN 1-D

In this section, we briefly address some numerical
questions related to resolution of the former prob-
lem. Without loss of generalities, we consider the
one dimension case. To approximate the solution y
of (8), we introduce the following finite difference
scheme


































yn+1
j − 2yn

j + yn−1
j

∆t2
−

yn
j+1 − 2yn

j + yn
j−1

h2
= fn

j

for j ∈ [0, J ], n ∈ [0, N ],

yn
j = 0 for j = 0, j = J, n ∈ [0, N ],

y0
j = (y0)j ,

y1
j − y−1

j

2∆t
= (y1)j for j ∈ [0, J ],

(23)
where as usual, yn

j is an approximation of the
solution y at the point xj = jh, h = 1/(J +1) and
at time tn = n∆t with ∆t = T/N . It is well-known
that this scheme is convergent under the CFL

condition : ∆t ≤ h (Cohen 2002). It is also well
known that the interaction of waves with a nu-
merical mesh produces dispersion phenomena and
spurious high frequencies. In particular, because

of this nonphysical interaction of waves with the
discrete medium, the velocity of propagation of
numerical waves, the so called group velocity may
converge to zero when the wavelength of solutions
is of the order of the size of the mesh and the latter
tends to zero. As consequence of fact, the time
needed to uniformly observe the numerical waves
from the boundary or from a subset of the medium
in which they propagate may tend to infinity as
the mesh becomes finer. Thus, the observation
and control properties of the discrete model may
eventually disappear. Actually, this strongly de-
pends on the regularity of the initial condition
(R. Glowinski and Lions 1990),(Münch n.d.). Very
similar behavior appears in the context of stabi-
lization. Numerical experiments shows that the
exponential decay rate of the energy, predict by
the theory at the continuous, is no longer true,
the decay rate converging toward zero with the
mesh size (Münch and Pazoto 2005). According
to the closed links between optimal design and
controllability, the same phenomena occurs here.
For instance let us consider the following example:
minimize the functional

J(b) =

∫ b

0

(yb(x) − 1)21(x∈[0,1/2])dx (24)

with b ≥ 1/2, and yb solution of










































∂2yb

∂t2
(x, t) − ∆yb(x, t) = 0 in [0, b) × (0, T ),

yb(x, t) = 0 on Γ ≡ ∂Ω × (0,∞),

yb(x, t) = x 1(x∈[0,1/2]) in [0, b) × {t = 0},

∂yb

∂t
(x, t) = 0 in [0, b) × {t = 0}.

(25)
The functional J admits a local minimum for a
value b near b = 1 (see Figure 3). Let us write the
Fourier series expansion of the solution. One can
write

y0(x) =

∞
∑

k=1

ak sin(
kπx

b
) (26)

where

ak =
2 sin(1/2kπ/b)b − kπ cos(1/2kπ/b)

k2π2
(27)

leading to :

y(x, t) =
∞
∑

k=1

ak cos(
kπT

b
) sin(

kπx

b
) (28)

We highlight that the initial position in (25) is
discontinuous. Thus, we will also consider the
initial position

yb(x, t) = x(x− 1/2) 1(x∈[0,1/2]), in Ω× {t = 0},
(29)

the other datas being unchanged. Then, in this
case, we have
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Fig. 3. Evolution of J in function of b:yb =
x1(x∈[0,1/2])
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Fig. 4. Log10(Relative error) on the functional vs.
iterations : usual scheme and ∆t = 0.9h
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Fig. 5. Log10(Relative error) on the functional vs.
iterations : usual scheme and ∆t = h

ak =
−b(kπ sin(kπ/b/2) + 4b cos(kπ/2/b) − 4b)

k3π3

(30)
and the energy is depicted on Figure 6. Then, let
us consider the following algorithm, based on a
gradient descent method (Allaire et al. 2004),(Mo-
hammadi and Pironneau 2001)

{

initial prediction b0;
bn = bn−1 − α j(bn−1, ybn−1 , pbn−1)

(31)

with j the integrand of the shape derivative ∂J
∂Ω

(see 12) such that
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Fig. 6. Evolution of J in function of b:yb = x(1/2−
x)1(x∈[0,1/2])

0 5 10 15 20 25 30 35 40−4.5

−4

−3.5

−3

−2.5

−2

−1.5

−1

Fig. 7. Log10(Relative error) on the functional:
usual scheme and ∆t = 0.9h
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Fig. 8. Log10(Relative error) on the functional:
usual scheme and ∆t = h

∂J(Ω)

∂Ω
.θ =

∫

∂Ω

j(Ω, yΩ, pΩ)θ.nds (32)

and α ∈ R small enough in order that (J(bn))n be
a decreasing sequence with respect to the norm
||.||L∞(R). Then, it appears that this algorithm
combined with the scheme (23), with an initial
value b0 near 1, and ∆t = 9h/10, does not con-
verge to the value 1: it appears that the sequence
(bn) oscillates around the value 0.98 (see Figure
4). For the particular case ∆t = h, the algorithm
converge (see Figure 5). As mentioned above,
this numerical pathologies is due to the clearly



irregular initial condition y0 which highlights high
frequencies and produce wave packet of velocity of
order h. As a consequence, the derivative of the
functional is badly approximated leading to this
false approximation of the solution. When the reg-
ular initial position is considered, the behavior is
better (see Figures 7 and 8). In order to annihilate
this pathologies, we proceed as in (Münch and
Pazoto 2005) by introducing the following finite
difference scheme






















































yn+1
j − 2yn

j + yn−1
j

∆t2
−

yn
j+1 − 2yn

j + yn
j−1

h2

−
yn+1

j+1 − 2yn+1
j + yn+1

j−1

2∆t
+

yn−1
j+1 − 2yn−1

j + yn−1
j−1

2∆t
= fn

j forj ∈ [0, J ], n ∈ [0, N ],

yn
j = 0 for j = 0, j = J, n ∈ [0, N ],

y0
j = (y0)j ,

y1
j − y−1

j

2∆t
= (y1)j for j ∈ [0, J ],

(33)
which corresponds to the finite difference dis-
cretization of the following viscous equation

∂2y

∂t2
(x, t) −

∂2y(x, t)

∂x2
− p(h)

∂3y

∂x2∂t
(x, t)

= f(x, t) in Ω × (0, T ),
(34)

with

p(h) = h2. (35)

This scheme is convergent under the same CFL

condition: ∆t ≤ h. Numerical experiments dis-
plays that the gradient algorithm (31) combined
with (33) converge therefore to a value arbitrarily
closed from the exact value 1.

Remark 4. It is worth noticing however that the
scheme (33) is an implicit one and therefore re-
quires more computational time. It seems interest-
ing to study whether the mass lumping technique
without reducing consistency leads to numerical
schemes still efficient to keep uniformly property
with respect to the mesh size (see the book of
Cohen (Cohen 2002), part II).

This methodology has been tested in length on
2-D domains coupled with the level set approach
for the problem (5) (see figure 2). This method
leads to an approximation of the position of an
internal damping, constrained on his volume, in
few iterations. The scheme (33) is also efficient in
2-D.
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limites non homogènes et applications, vol. 1.
Dunod. Paris.

Mohammadi, B. and O. Pironneau (2001). Applied
shape Optimization for Fluids. Oxford Press.

Münch, A. (2005). An implicit and uniformly con-
trollable scheme for the 1-D wave equation.
To appear in Math. Model. Numer. Anal..

Münch, A. (n.d.). Optimal internal stabilization
of a damped wave equation by a level set
approach. Preprint available at http://www-
math.univ-fcomte.fr/pp Annu/AMUNCH/.

Münch, A. and A. Pazoto (2005). Uniform stabi-
lization of a numerical approximation of the
locally damped wave equation. To appear in
ESAIM:Cocv.

Murat, F. and J. Simon (1976). Etudes de
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