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Abstract: A new approach in control engineering (“Information Processing for
Action”) is presented, in which control, computers, communication and cognition
play equal rôles in addressing real-life problems from very small-scale devices to
very large-scale industrial processes and non-technical applications. Thus, the C2
paradigm of “Computers for Control” is shifting towards the C4 paradigm of
“Computers, Communication and Cognition for Control” providing an integrated
perspective on the rôle computers play in control systems and control plays in
computer systems. This change is mainly due to new developments in computers
and knowledge management, and the rapidly emerging field of telecommunications
providing a number of possible applications in control. Control engineers will have
to master computer and software technologies to be able to build the systems
of the future, and software engineers need to use control concepts to master the
ever-increasing complexity of computing systems. Copyright c© 2005 IFAC
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1. INTRODUCTION

Today, computerised and networked control sys-
tems are being used in almost all application
sectors to perform non-safety and, increasingly,
also safety-related functions for reasons of their
inherent efficiency and flexibility. The significance
of these embedded systems in everyone’s life is
rapidly growing. The competitiveness and pros-
perity of entire nations now depend on the early
application and efficient utilisation of computer-
controlled automation systems. Therefore, control
engineering must embrace these applications and
their real-time implementations. From the point
of view of computer operation and control, one
could likewise claim that control and system the-
ory should be considered as supporting activities.

Computer and control researchers are today con-
cerned with all aspects of computer-based con-
trol including real-time computing systems, real-
time communications and distributed control sys-
tems, hardware and software architectures and
platforms, development methodologies, software
engineering and software tools, hardware and
software in safety-critical applications, as well
as control of the operational processes in com-
puting systems themselves. Meanwhile, research
in cognitive or so-called intelligent systems ad-
dresses all aspects of knowledge-based, fuzzy
and neural systems relevant to control includ-
ing modeling, identification, stability analysis, de-
sign, learning, adaptation, evaluation, implemen-
tation, optimisation of structure and parameters
by means of genetic algorithms, definition of per-
formance objectives and operation constraints,
as well as awareness for computational issues
and computer-aided design tools. Communica-
tion researchers are today interested in all as-
pects of computerised and telecommunication-
based automation systems, providing services to
remote equipment, particularly methods of re-
mote and distributed control, remote sensor data
acquisition, the Internet, telepresence, teleopera-
tion, telemaintenance, telediagnosis, telemedicine,
teleeducation, traffic control, robots for hazardous
environments, remote industrial production, mar-
itime and aerospace systems, and smart homes.

Although the significance of computer control is
clear and quite important, researchers working
in control engineering and systems science some-
times regard computers as serving the control so-
ciety and as merely providing tools to implement
their control laws and control structures. They
develop highly sophisticated control algorithms,
but are less interested in the transfer of these al-
gorithms to well defined real-time control systems.
Moreover, the application of control algorithms is,
in practice, often confined to the use of existing
hardware and software solutions which, in many

cases, were designed for unique applications or
suppliers and were sometimes developed for other
purposes. This is the reason why in many cases
ad hoc solutions are applied with often unsatis-
factory or unreliable results. There is relatively
little attention to study and to apply safe and
well proven real-time software and computer ar-
chitectures offered by the experts in those fields.
Although there is a tendency to give stronger em-
phasis to applications of control engineering, there
is still little attention for support technologies,
such as computer control systems, which are, how-
ever, of major importance in many application ar-
eas, in which only certified systems are accepted.
Besides, the complexity of systems to be con-
trolled increases rapidly. Systems are subjected to
many constraints concerning energy consumption,
safety and reliability conditions, environmental
protection, next to the ever-increasing demands
for costs and economical production. The amount
of software necessary to build a state of the art
controller is continuously rising for reasons such as
new required functionality, integration with alien
and/or legacy systems, standards conformance,
support for heterogeneous platforms, or new de-
ployment and management capabilities. These re-
quirements necessitate even more the concern of
our community for reliable, safe and secure com-
puter control and embedded systems.

Much attention was paid during the last decade
to the real-time implementation of intelligent con-
trol systems. Recently, there is an emphasis on
such issues as non-linear systems, fault detection,
fault diagnosis and control system reconfigura-
tion, which was also beneficial for the acceptance
of intelligent modeling and control within the con-
trol community. New and rapid developments are
taking place in computer engineering and commu-
nications, which will certainly influence the field of
computer control. Telecommunications and cog-
nitive systems are determining very much the
way control systems are implemented, as well as
the field of application of control engineering. A
key issue in control engineering is the applica-
tion to highly complex systems: the coupling of
complicated and large heterogeneous systems in
which different disciplines are involved and dif-
ferent types of information are available or has
to be uncovered and to be discovered. This new
approach in control engineering could be called
“Information Processing for Action”, in which
control, computers, communication and cognition
play equal rôles in addressing real-life problems
from very small-scale devices to very large-scale
industrial processes and non-technical applica-
tions. Thus, the C2 paradigm of “Computers for
Control” is shifting towards the C4 paradigm of
“Computers, Communication and Cognition for
Control” providing an integrated perspective on



the rôle computers play in control systems and
control plays in computer systems. This change is
mainly due to new developments in computers and
knowledge management, and the rapidly emerging
field of telecommunications providing a number of
possible applications in control. Control engineers
must master computer and software technologies
to be able to build the systems of the future, and
software engineers need to use control concepts to
master the ever-increasing complexity of comput-
ing systems.

2. CURRENT KEY PROBLEMS

The current key problems in relation to com-
puters, cognition and communication for control
emanate from the significant trends in this area,
which were identified in the IFAC Emerging Ar-
eas Workshop that took place in Rotterdam in
August 2003. These trends and the problems they
cause, in particular with respect to deteriorations
of control quality, losses in safety and security,
unpredictable delays etc., are discussed in the
sequel of this report.

2.1 Complex System Requirements

Complexity of software-intensive controllers is in-
creasing at an extremely fast pace. The old, well-
established methods of real-time systems engi-
neering are unable to adequately deal with the
complex controls required for many important ap-
plications. Control systems now use software ap-
plications that are too complex to be constructed
this way. Many requirements are hard to meet in
isolation and extremely difficult to attain in con-
junction. Today’s software-based controllers must
be:

Time-critical: The systems require high perfor-
mance and/or are subject to stringent real-time
constraints.

Embedded: The systems must execute on plat-
forms with limited computing resources and
interact with the external environment.

Fault Tolerant: The systems must show good
behaviour under fault conditions.

Distributed: The systems are often distributed
on several interacting computers.

Intelligent: The systems may require the so-
lution of ill-posed problems, requiring a sub-
stantial level of intelligent and autonomous be-
haviour.

Large: The systems are large consisting poten-
tially of millions of lines of code.

Integrated: An application requires the integra-
tion of a number of subsystems into a single,
cohesive unit.

Open: The systems should be open to be inter-
operated by others.

Heterogeneous: The systems should execute on
heterogeneous platforms.

2.2 Use of Open-market Technologies

In view of these complex requirements, the com-
puters used in today’s control systems are ceasing
to be static information processing systems. The
evolution towards dynamic information systems
makes flexibility and hot replaceability key de-
sign issues for present and future systems. Local
component intelligence is increasing and large dis-
tributed controllers are being developed as com-
munities of interacting intelligent agents. The in-
creased information availability implied, e.g., by
the Internet and mobile device technology, is hav-
ing a major impact on control system architec-
tures, particularly in distributed systems. Modern
products are often based on component architec-
tures using commercial-of-the-shelf (COTS) ele-
ments as units. Standardisation and use of open-
market technologies are current requirements in
many control systems. New languages and plat-
forms like Java, C# and CORBA are promising
enhancements of ease and portability, and are
expected to enable heterogeneous distributed con-
trol system platforms.

The rapid development of COTS computing and
communication platforms lacking stringent tim-
ing guarantees makes static system designs based
on worst-case assumptions increasingly conserva-
tive. Research is being performed on design and
implementation techniques that allow dynamic
run-time flexibility with respect to, e.g., changes
in workload and resource utilisation patterns. In
addition, it is necessary to improve the under-
standing of how this dynamic flexibility may be
combined with more traditional real-time system
approaches based on static design approaches. For
example, how should event-driven execution be
combined with pre-scheduled time-driven execu-
tion in embedded control systems?

Ostensibly to save development costs up front,
and to shorten the time to market, more and
more web technologies, COTS components, and
so-called software of unknown pedigree (SOUP)
are used in industrial control systems. Often,
equipment, operating systems and application
programs employed originate in the office world.
As these components lack both the reliability and
real-time capabilities required by industrial con-
trol systems, we are witnessing a technological
setback raising severe security and safety prob-
lems. Owing to the complexity and unreliability
of these artifacts, it is doubtful whether there will
be any cost savings in the end at all, because in



the overall life-cycle of a software system about
80% of the development costs are related to the
test phase and further to the maintenance of the
system. Moreover, in safety-related systems, the
test phase assumes a critical rôle, since one cannot
postpone verification and elimination of software
errors to a later maintenance phase.

2.3 Support by Design Tools

One of the main drivers in control theory is the
development of generic tools, independent of the
application domain. Consequently, control algo-
rithms and design techniques are applicable to
classes of systems, characterised by the dynamic
properties of their mathematical models, thus
abstracting from the actual physical processes.
This allows control engineers to re-use similar
control concepts in completely different domains,
and without having detailed knowledge of the
application. This approach obviously has many
advantages, but it also imposes some limitations
on the obtained solutions. First of all, no process
exactly fits in one particular class and, thus, ap-
proximations and simplifying assumptions have to
be made. Secondly, one tends to select the control
structure at an early stage, often on the basis of
limited a priori information. The choice is then
based on one’s background and experience from
previous projects, without seriously considering
other solutions. Therefore, design-support tools
need to be developed that automatically generate
alternative solutions (models, controllers) to the
problems at hand. By means of an autonomous
commissioning system, several of these solutions
could then be deployed simultaneously in some
kind of self-organising controller, by using evolu-
tionary programming, for instance. A step further
would be the integration of this concept with the
design of the processes themselves.

2.4 Dependability

As control systems are becoming mission-critical
in many applications, i.e., a failure of them of-
ten means a failure of the systems as a whole,
severe requirements such as ultimate stability and
robustness, high accuracy and sampling rates,
or guaranteed real-time performance, are being
imposed on their performance. On top of this,
the development and production costs are kept
as low as possible. As a consequence, we often
build systems with the minimum possible number
of sensors, actuators, etc., leaving little space for
additional “intelligent” features. In contrast to
this, intelligent biological systems do not seem
to be driven by this greedy strategy of low-cost,
optimum, fail-safe performance and high accuracy

at each and every step towards the final goal.
Instead, they adaptively focus and defocus atten-
tion, conduct deliberate explorative actions that
temporarily worsen the performance, but on the
long term lead to improvement, unwillingly make
mistakes that eventually facilitate more effective
learning. Biological organisms are equipped with
highly efficient, redundant systems for sensing the
environment, processing and storing the infor-
mation acquired. This is something we still can
only dream of in the case of man-made systems.
Clearly, a major progress can only be achieved
with the use of new, much more affordable sensor
technologies. However, along with better sensors,
we need to develop tools to interpret the data
acquired and to represent them in the form of
knowledge, thus adding truly cognitive functions
to control systems.

A very important new research direction within
the framework of dependability is the reconfig-
uration of control systems. This issue is highly
related to the research carried out in the area of
fault detection and fault diagnosis. The results
of a diagnosis should directly influence remedial
measures to be taken, resulting in adaptation of
control laws or complete reconfiguration of con-
trol strategies. In hazardous situations the real-
time aspects related to these actions are of major
importance.

2.5 Paradigm Shift

Finally, a key problem is also the need to change
the thinking patterns and attitudes of control en-
gineers to better adapt to the new realities. As a
consequence of the still rapidly decreasing hard-
ware costs, the general design philosophy must
shift from resource limitation to resource ade-
quacy rendering more understandable solutions
possible. A challenge related to this is how to
make better use of the ever increasing comput-
ing power without putting too much effort in
programming. The parties involved in real-time
computing and control must become aware of each
others’ problems. One needs to work closer with
various groups of application engineers, and to
take into account the real needs of applications in
developing appropriate solutions. Consequently,
many studies and designs must be documented
and examined in this regard, to come up with
libraries of design patterns to build on in the
course of new projects.

3. RECENT MAJOR ACCOMPLISHMENTS

The nature of the requirements posed for a large
variety of applications, and the availability of



appropriate run-time resources, were the ma-
jor driving forces that have scattered the field
of computer-based controllers into technological
niches with their own ideas, techniques, terminol-
ogy and even technical communities. Depending
on the particular applications, issues such as cost,
simplicity, size, robustness, weight, availability
and ability to upgrade, to distribute or to make
the systems fault-tolerant were emphasised. This
sketches the background in front of which the
developments discussed in this section are to be
seen.

3.1 Real-Time Computing

Although already in widespread use, many real-
time computer control systems are still built with
ad hoc techniques. Therefore, research in this area
has undergone a revival, resulting in the begin-
nings of a more scientific basis for the construction
of such systems. Many new and challenging appli-
cations were developed in the areas of command
and control systems, process control systems, au-
tomated manufacturing, flight control systems,
avionics and aerospace, automated defence sys-
tems, ship-board systems, submarine systems, vi-
sions and robotics. Hence, there is a wealth of
results being produced in industry and academia,
and the community of real-time experts is growing
at a fast pace.

The research and development efforts in the area
of real-time computer control yielded the follow-
ing achievements so far: comprehensive tools to
support the entire engineering and design process
of real-time control systems from requirements
elicitation via hardware configuration and soft-
ware requirements specification to code genera-
tion and documentation; tools for reliability en-
gineering and software quality assurance in hard
real-time environments; high-level real-time pro-
gramming languages implementing concepts of
tasking, concurrency, synchronisation, and tim-
ing; efficient real-time operating systems and task
scheduling strategies; adequate architectures for
distributed and fault-tolerant real-time systems;
hardware and software support for process in-
terfacing; provision of artificial intelligence tech-
niques with special emphasis on real-time expert
systems; active and real-time data-base systems;
fieldbus communication; predictable execution be-
haviour; precise synchronisation of the clocks in
the nodes of distributed systems based on Uni-
versal Time Co-ordinated; real-time extensions of
the Unified Modeling Language; methods for the
schedulability analysis of distributed systems; and
systematic re-use of system components in order
to improve system reliability and to increase the
productivity of designers and programmers.

The paradigm of object-orientation and especially
the concept of distributed active objects as au-
tonomous entities with concurrent behaviour was
applied very successfully to the development of
large and complex distributed real-time applica-
tions. Among the advantages achieved are un-
derstandability and maintainability, as problem
domain semantics can directly be mapped onto
models being built, modularity, because an object
class represents a self-contained piece of a problem
domain which can be examined separately from
or within the context of a system, concurrency,
since objects are natural units for concurrent ex-
ecution and allow the real-world concurrency of
applications to be modeled in a natural way, and
better management of complexity by providing
powerful abstraction concepts. Despite all this, it
is counterproductive that both in academia and in
industry the second step is taken before the first,
viz., that object-oriented techniques are usually
applied in the domain of real-time systems on
the basis of inadequate languages with weak or
even no capabilities for the programming of real-
time and distributed systems, as this approach
increases complexity again by difficult to survey
work-arounds and, thus, ruins the above advan-
tages attainable by object-orientation.

Software-intensive distributed embedded controllers
are structured as dynamic collections of au-
tonomous real-time agents interacting which each
other. They have the required levels of autonomy
to be effective in their tasks, while keeping interac-
tion to achieve global objectives and modularisa-
tion to make them easy to use. Component-based
development has become a critical topic in this
field, because it simplifies system development.
Object-agent technology provides the general de-
velopment framework, while real-time distributed
software architectures provide the necessary pat-
terns for rapid and safe construction of applica-
tions. Good architectures and control component
frameworks simplify the tasks of design, construc-
tion, commissioning, monitoring and maintenance
of complex controllers.

Control-based approaches to model, analyse, and
design embedded computer and communication
systems have received increased attention from
the real-time systems community as a promising
foundation to control the uncertainty in large
and complex real-time systems. Areas of grow-
ing interest include feedback architectures for
adaptive real-time computing, theory for perfor-
mance guarantees under uncertainty, integrated
resource scheduling and feedback control, control-
theoretical models of dynamic real-time systems,
application of control theory to control timing
behaviour, and optimal, robust, or adaptive feed-
back control in real-time systems. The use of
control has the potential to increase flexibil-



ity, while preserving dependability and efficiency.
Control techniques can be used to compensate
for shortcomings and imperfections of implemen-
tation platforms. Control approaches to resource
allocation are especially interesting for distributed
control systems. A feedback scheduler can dis-
tribute the computing and communication re-
sources in such a way that the global control per-
formance is maximised. This is also an alternative
approach to increase dependability, e.g., through
dynamic reconfiguration of resources in critical
situations or for graceful degradation.

3.2 Soft Computing

The term “intelligent control” has been intro-
duced some three decades ago to denote a control
paradigm with considerably more ambitious goals
than typically used in conventional automatic con-
trol. While conventional control methods require
more or less detailed knowledge about the process
to be controlled in the form of a mathematical
model, an intelligent system should be able to au-
tonomously control complex, poorly understood
processes such that some well-defined goal can
be achieved. It should also cope with changes
not anticipated in the process or its environment,
learn from past experience, actively acquire and
organise knowledge about the surrounding world
and plan its future behaviour. Given these highly
ambitious goals, clearly motivated by the wish
to replicate the most prominent capabilities of
our human brain, it is perhaps not so surprising
that no truly intelligent control system has been
implemented to date. Thus, at this moment, the
term “intelligent control” serves as a common la-
bel for various modeling, control and optimisation
techniques replicating some aspects of biological
intelligence, rather than a compact research di-
rection aiming to develop systems with a high
degree of machine intelligence. The progress in the
development of truly intelligent control systems
has been slower than the prominent researchers
in the field predicted.

In the current literature on control, the word
“intelligent” is often used as a label for techniques
originating from the field of Artificial Intelligence,
which are intended to replicate some of the key
components of intelligence, such as reasoning or
learning. Among these techniques are artificial
neural networks, expert systems, fuzzy logic sys-
tems, genetic algorithms and various combina-
tions of these tools. While in some cases these
techniques really add truly intelligent features to
a system, in other situations they are merely used
as an alternative way to represent a fixed non-
linear control law, process model or uncertainty.
In this latter case, we cannot speak of any direct

contribution to a higher degree of machine intelli-
gence, but this does not mean that these methods
are not useful. The opposite is true — intelligent
techniques have enriched the area of control by
employing alternative representation schemes and
formal methods to incorporate additional relevant
information that cannot be used in the standard
control-theoretical framework of differential and
difference equations.

For instance, fuzzy logic systems are suitable to
represent qualitative knowledge, either provided
by human experts (knowledge-based fuzzy con-
trol) or automatically acquired from data (rule
induction, learning). Artificial neural networks, on
the other hand, can realise complex learning and
adaptation tasks by imitating the function of bio-
logical neural systems. Their main strength is the
ability to learn functional relations by generalising
from a limited amount of training data. Neural
nets can be used, for instance, as (black-box)
models for non-linear, multivariable static and dy-
namic systems, and can be trained by using input-
output data observed on the system. Genetic al-
gorithms are randomised optimisation techniques
inspired by the principles of natural evolution and
survival of the fittest. They proved to be effective
in searching high-dimensional spaces and have
found applications in a large number of domains,
including the optimisation of model or controller
structures and the tuning of parameters in non-
linear systems.

3.3 Networked Computing

The technology of distributed and networked com-
puter control includes fundamental concepts and
theoretical issues in system architectures, inter-
computer communication, algorithms, schedul-
ing, programming and man-machine interfaces
for real-time distributed computer control sys-
tems or, more specifically: theories and tech-
niques to ensure predictable timing, predictable
behaviour under failure conditions, reliability
and maintainability; methodologies and tools for
specification, logical design, physical design, im-
plementation, validation, verification and test-
ing/evaluation; computer architectures, local-area
networks, programmable logic controllers, fieldbus
and standards-based platforms and environments;
computer networks for real-time distributed com-
puter control systems. The challenging require-
ments of telepresence systems offer new research
areas for decentralised and adaptive control con-
cepts, autonomous control strategies, real-time
communication features, especially in protocols
of mobile communication, but also in distributed
and mobile sensor networking.



Recent developments in computer networks and
communications, combined with new ways of
information processing provide new possibilities
also for control purposes, especially in the area
of remote services. Current trends of interest
take advantage of new navigation capabilities
and improved telecommunication infrastructure
to efficiently perform telematics applications in
traditional industrial automation and the non-
industrial field. Remote control techniques range
from simple supervisory control, where human
operators and/or computers receive simple sensor
information about the situation at remote loca-
tions, and react accordingly to fulfill mission goals,
up to telepresence systems, where the information
includes audio-visual immersion and kinesthetic
feedback in order to give human operators the
feeling of being present at the remote locations.
The stability and performance of remote con-
trol systems depend on the quality of communi-
cation networks. Important network parameters
are varying time delay, jitter, package loss, and
bandwidth. These requirements offer new fields
for decentralised and distributed control concepts,
autonomous control strategies, and real-time com-
munication networks.

Optical bandwidth grows faster than processing
power. Thus, there is a paradigm shift underway
from processor orientation to a network centred
view, resulting in different architectures of com-
puter control systems, and in enabling various
forms of telepresence. Supported by the Internet
techniques remotely controlled systems become,
especially in the area of robotics, more and more
important. In order to have a “real” feeling of
“being at” the remote place, haptic interfaces
requiring force feedback control are necessary.
Depending on the available bandwidth of the
communication medium considerable and varying
time delays may occur, which prevent at least a
“well feeling” of the human operator, and may
lead to command sequences resulting in unstable
systems at the remote sites. Therefore, distributed
control concepts including control with variable
time delays are a pressing research area. It should
be noted that control of communication networks
is an application area of growing importance for
control theory and engineering in its own right
and, thus, an emerging research area.

In the realm of communication systems, wire-
less technologies are increasingly used in control
and telematics. An important issue for control
engineering is design and application of instru-
ments and control schemes for telemonitoring,
telepresence and telecontrol. Telepresence is a
key technology for many robotics applications in
hazardous environments, search-and-rescue mis-
sions, harvesting, telemedicine and telesurgery,
telediagnosis, and telemanufacturing, but also in

fields such as teleshopping, virtual environments,
or entertainment. Wireless machine-to-machine
communication is applied for purposes of traffic
guidance and toll collection, in machine control,
logistics, surveillance and alarm systems, envi-
ronmental data acquisition, facility automation,
remote control, consumer devices, and tools for
the handicapped.

3.4 Ubiquitous Computing

Transparent-to-the-user computer software offers
a platform for the development of smart systems
embedded in the operation of industrial plants as
well as penetrating the everyday life of modern
society. By combining this type of infrastructure
with new developments in virtual environments,
real-time systems, complex signal processing and
artificial intelligence techniques, user friendly in-
terfaces, new intelligent control systems based on
a multi-sensory perception of the state of the
controlled processes and their environments are
currently emerging. These so-called ubiquitous
or pervasive systems encompass both communi-
cation and information technology, and provide
tools to manage information easily. This enables
the introduction of intelligent adaptive controllers
in these systems to achieve specified goals in com-
plex and continuously changing environmental sit-
uations. World models, built and maintained from
information gathered by a multitude of sensors,
provide a common abstract representation of the
state of the environment. At the perception level,
world models are analysed to infer relationships
between different objects and to assess the conse-
quences of controller actions.

4. FORECAST

Computer control belongs to the support tech-
nologies, which are of eminent importance for
implementing control algorithms. It has been felt
for a long time by the researchers working in the
field of computer control that their activities did
not receive the same attention as the activities of
control theoreticians.

Nevertheless, for the control systems community
as a whole, software will become ever more and
more critical as computers and communications
assume an even greater rôle in the practical im-
plementation of advanced controllers. Therefore,
software will be more highly appreciated and bet-
ter understood. Future systems in this progres-
sively hard requirements framework will be char-
acterised by smaller size, lower cost, shorter devel-
opment time, more functionality, more evolvabil-
ity and, hopefully, higher dependability. In order
to cope with this, the control systems community



will actively follow developments within a number
of areas such as agent technology, architecture-
based design, artificial intelligence, concurrent
engineering, composability, design patterns, dis-
tributed embedded systems, domain engineering,
embedded systems, frameworks, integration, life
cycles, model-based software engineering, mod-
ular systems, object-oriented programming, on-
tologies, product line engineering, real-time dis-
tributed systems, re-usability, software compo-
nents, and software processes.

For future industrial competitiveness, new types
of competence and system solutions are needed.
The use of control-based approaches in analysis
and design of embedded (computing) systems is
one promising approach. Furthermore, low-level
real-time technology will be combined with high-
level aspects, concerning programming, network-
ing, safety, security, simulation and control. The
use of these technologies in the implementation of
complex controllers will necessarily be based on
development tools and methodologies that pro-
vide support for design, implementation, verifi-
cation and deployment in a holistic manner. Ex-
tensions of the Unified Modeling Language will
potentially provide us with methods to model em-
bedded systems in such a way that we shall be able
to determine properties such as responsiveness,
schedulability or resource requirements of real-
time systems already in early design phases.

When complexity increases, engineers rely on
practice-proven, effective designs. Capturing de-
sign knowledge is a critical issue familiar to con-
trol engineers, who repeatedly re-use control de-
signs that are well known and well documented.
However, when software is involved in the final
implementation many other factors, not well doc-
umented in the control design textbooks, must
be taken into account. It is not easy to concisely
document the control and the software parts of
a controller in a coherent, integrated way. An
interesting methodology that can help us with
this knowledge capture task is the use of design
patterns for the systems in our field. These pat-
terns will contribute to the effective sharing of
the best design knowledge, and will serve as a
basis for effective systems development based on
automated tool support.

Among artificial intelligence methods, computing
with words is becoming increasingly relevant, es-
pecially in web mining and text recognition. So
far, links and relevance to control are not clearly
visible, yet, but one can expect that it will be-
come an important item in the future. Possible
applications may be in areas where co-operation
of (semi-) autonomous controlled systems (robots)
with humans is essential, such as collaborative
decision making.


