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Abstract: We consider the problem of adaptive observer design in the settings when the system
is allowed to be nonlinear in the parameters, and furthermore they are to satisfy additional
feasibility constraints. A solution to the problem is proposed that is based on the idea of
employing observers comprising of an exponentially converging part coupled with exploratory
dynamics (cf. Tyukin et al. (2013)). The procedure is illustrated with an example.
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1. INTRODUCTION

The problem of adaptive observer design has been in the
focus of considerable attention in the past few decades,
see e.g. Bastin and Gevers (1988),Marino (1990),Marino
and Tomei (1995), Marino and Tomei (1993), Besancon
(2000). Available results apply to a broad range of models,
including to both linear and non-linear in parameter
systems of differential equations Farza et al. (2009),Grip
et al. (2011).

Despite this success there is still room for further devel-
opment. One particular direction is the case when the
model parameters are to satisfy additional constraints
corresponding to the feasibility regions in the parameter
space. Consider for instance the following system Rowat
and Selverston (1993)(

V̇
q̇

)
=

(
−τ−1

m −τ−1
m

σsτ
−1
s −τ−1

s

)(
V
q

)
+

(
1
0

)
Af

τm
tanh

(
σf

Af
V

)
,

(1)

where τm, τs, σs, σf , Af are parameters. Suppose that
variable V is available for measurement, and q is not acces-
sible for direct observation. Equations (1) is a modification
of the Van-der-Pol equations. Depending on the values of
parameters, model (1) is known to exhibit a number of
oscillatory solutions with different qualitative dynamics.
In systems of this type there may exist a set of solutions
for which measured variables, e.g. V , look the same, and
yet their corresponding parameter values and qualitative
underlying dynamics are different. An example of this

situation for (1) is illustrated with Fig. 1. Panel a shows
numerical approximation of trajectories V (t) in (1) for
τs = 5, τm = 0.1666, Af = 1, σs = 0.9, and σf = 2. Upper
and lower plots correspond to solutions of (1) passing
through q(0) = 0, V (0) = 1 and q(0) = 0.179756, V (0) =
0.199729, respectively. Panel b contains phase curves of
the latter solutions. Panel c presents trajectories V (t)
corresponding to the same initial conditions as in panel a
but for different parameter values (σs = 1.1, τs = 6.1881,
τm = 0.2062, other parameters remain unchanged). Phase
curve of the solution passing through q(0) = 0.179756,
V (0) = 0.199729 for these modified parameter values is
shown in panel d. Grey crosses in panels b and d indicate
equilibria. Note that trajectories V (t) corresponding to
solutions passing through q(0) = 0, V (0) = 1 (upper plots
in Fig. 1.a, Fig. 1.c) look nearly identical despite that these
trajectories are generated by systems (1) with different
parameter values and with different number of equilibria.
The overall dynamics of these systems, as the other plots
in Fig. 1 suggest, are rather different.

The example above suggests that inferring true param-
eter values and estimating states from given output ob-
servations for systems capable of exhibiting multiple dy-
namic regimes is not always a well-posed problem. Lack of
excitation and/or presence of unmodeled dynamics may
result in the values of estimates that are not physically
plausible. Hence additional care and precaution must be
taken when dealing with such systems. Traditional meth-
ods of observer design do not always allow to account for
parameter feasibility regions except, possibly, when the
set of feasible parameters is convex Grip et al. (2011);
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Fig. 1. Dynamics of (1) for different parameter values (details are provided in the text).

Krstic et al. (1995). Thus developing methods enabling
to deal with nonlinearly parameterized systems subjected
to rather general parametric constraints is needed.

Here we propose an adaptive observer design that satisfies
these requirements. Our method is based on the idea
of exploiting the advantage of combining search-based
optimization with that of direct optimization routines.
Observers of this sort were suggested and analyzed in
Tyukin et al. (2013). In this work we generalize these
results by enabling the observer to account for parameter
feasibility regions.

The manuscript is organized as follows. In Section 2 we
describe the class of systems considered in the article and
provide mathematical statement of the problem. Sections
3 and 4 present main results, Section 5 contains an
illustrative example, and Section 6 concludes the paper.

2. PROBLEM FORMULATION

We will deal with the following class of systems

ẋ = Ax+Ψ(t,λ, y)θ + g(t,λ, y, u) + ξ(t),

y = CTx, A =

(
0 In−1

0 0

)
, C = col(1, 0, . . . , 0),

(2)

where Ψ : R×Rp ×R → Rn×m, Ψ,g ∈ C1, are bounded
and Lipschitz in λ, and Ψ̇(t,λ, y(t)), ġ(t,λ, y(t), u(t)) are
bounded; λ = col(λ1, . . . , λp) ∈ Rp, θ = col(θ1, . . . , θm) ∈
Rm are unknown parameters, and u : R → R, u ∈ C1 is
the input. We assume that the values of λ, θ belong to
the hypercubes Ωλ ⊂ Rp, Ωθ ⊂ Rm with known bounds:
θi ∈ [θi,min, θi,max], λj ∈ [λj,min, λj,max]. The function
ξ ∈ C0 : R → Rn represents unmodeled dynamics and
is supposed to be unknown yet bounded:

∥ξ(t)∥ ≤ ∆ξ, ∆ξ ∈ R≥0, ∀ t. (3)

Since not all systems (2) may be identifiable, we will
require parameter reconstruction only up to a set E(λ,θ)
of indistinguishable parameters that will be specified later.
In addition, we suppose that, for the observed trajectories
of (2), true values of parameters λ,θ satisfy the following
constraint:

π(θ,λ) = 0,

where π : Rm×Rp → R is a Lipschitz function. The prob-
lem is to determine an auxiliary system, i.e. an adaptive
observer: q̇ = f(t, y, u,q), f : R × R × R × Rq → Rq,
q(t0) = q0, q ∈ Rq, and functions hθ : Rq → Rm,
hλ : Rq → Rp, hx : Rq → Rn such that for some given
q0, known functions r1, r2, r3 ∈ K, and all t0 ∈ R, the
following requirements hold for the observer:

lim sup
t→∞

∥hx(q(t,q0))− x(t,λ,θ,x0)∥ ≤ r1(∆ξ) (4)

lim sup
t→∞

dist

((
hλ(q(t,q0))
hθ(q(t,q0))

)
, E(λ,θ)

)
≤ r2(∆ξ),

∥π(hθ(q(t,q0)),hλ(q(t,q0)))∥ ≤ r3(∆ξ),

where ∆ξ is defined in (3).

3. OBSERVER DEFINITION

As an observer candidate for (2) we propose the following:

Ṁ = (A−BCTA)M+ (In −BCT )Ψ(t, λ̂, y),

˙̂
ζ = Aζ̂ + ℓ (CT ζ̂ − y) +BφT (t, λ̂, y, [λ̂, y])θ̂

+g(t, λ̂, y, u), (5)

˙̂
θ = −γθ(C

T ζ̂ − y)φ(t, λ̂, y, [λ̂, y]), γθ ∈ R>0,

x̂ = ζ̂ +Mθ̂,

where B = col (1, b1, . . . , bn−1) is such that the polynomial
sn−1 + b1s

n−2 + · · ·+ bn−1 is Hurwitz, M(t0) = 0,

φT (t, λ̂, y, [λ̂, y]) = CTAM(t, [λ̂, y]) +CTΨ(t, λ̂, y),

and λ̂ is defined as
ṡ2j−1 = γσ(∥y − ŷ∥ε + ∥π(θ̂, λ̂)∥ε) · ωj · (s2j−1

−s2j − s2j−1(s
2
2j−1 + s22j))

ṡ2j = γσ(∥y − ŷ∥ε + ∥π(θ̂, λ̂)∥ε) · ωj · (s2j−1

+s2j − s2j(s
2
2j−1 + s22j))

λ̂j = βj(s), j = {1, . . . , p},

βj(s) = λj,min +
λj,max − λj,min

2
(s2j−1 + 1)

(6)

s0 = s(t0) : s22j−1(t0) + s22j(t0) = 1, (7)

where γ ∈ R>0, σ : R≥0 → R≥0 is a bounded Lipschitz
function:

∃ Dσ, Mσ ∈ R>0 : σ(υ) ≤ Mσ, σ(υ) ≤ Dσυ ∀ υ ≥ 0

such that σ(υ) > 0 for υ > 0, and σ(0) = 0. Parameters
ωj ∈ R>0 in (6) are supposed to be rationally-independent:

p∑
j=1

ωjkj ̸= 0, ∀ kj ∈ Z. (8)

4. MAIN RESULT

As it is often the case in the domain of adaptive observer
design, state and parameter reconstruction of the observer
is subjected to some form of persistency of excitation
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(PE). Insufficient excitation have detrimental effect on the
quality and robustness of estimation (see examples in Fig.
1). Here we employ the following modifications of the PE
conditions:

Definition 1. (Loria and Panteley (2003)). A function α :
R≥t0 × Ωλ → Rp is said to be λ-Uniformly Persis-
tently Exciting (λ-UPE with T , µ), denoted by α(t,λ) ∈
λUPE(T, µ), if there exist T, µ ∈ R>0:∫ t+T

t

α(τ,λ)αT (τ,λ)dτ ≥ µI, ∀ t ≥ t0, λ ∈ Ωλ. (9)

Uniform persistency of excitation requires existence of
µ ∈ R>0 in (9) that is independent on λ for all λ ∈ Ωλ.

Definition 2. Let E be a set-valued map defined on D ⊂
Rd and associating a subset of D to every p ∈ D. A
function α : R × D × D → Rk is said to be weakly
Nonlinearly Persistently Exciting in p wrt E (wNPE with
L, β, E ), denoted by α(t,p,p′) ∈ wNPE(L, β, E), if there
exist L ∈ R>0, t1 ≥ t0, and β ∈ K∞:

∀ t ≥ t1, p,p′ ∈ D ∃ t′ ∈ [t, t+ L] :

∥α(t′,p,p′)∥ ≥ β (dist(E(p),p′)) .
(10)

Finally, consider

η(t,λ,θ,λ′,θ′) = φT (t,λ′, y(t), [λ′, y])(θ′ − θ)+

CT (Ψ(t,λ′, y(t))−Ψ(t,λ, y(t))θ + g1(t,λ
′, y(t), u(t))−

g1(t,λ, y(t), u(t)) + q(t,λ′,λ,θ),

q(t,λ′,λ,θ) = C̃z, ż = Λz + G((Ψ(t,λ′, y(t)) −
Ψ(t,λ, y(t)))θ+g(t,λ′, y(t), u(t))−g(t,λ, y(t), u(t))), z(t0) =

0, and C̃, Λ, G are defined as

C̃ = col(1, 0, . . . , 0), C̃ ∈ Rn−1, Λ =

−b

...

...

In−2

0

 ,

G = (−b In−1 ) , b = (b1, . . . , bn−1)
T .

The following can now be stated:

Theorem 3. Consider (2), (5), (6)–(8). Suppose that the
restriction of the function φ(t,λ, y(t), [λ, y]) in (5) on R×
Ωλ is λ-uniformly persistently exiting, and the function
α(t, (λ,θ), (λ′,θ′)) = η(t,λ,θ,λ′,θ′) is weakly nonlin-
early persistently exciting in (λ,θ) wrt to the map E :
E(λ,θ) = {(λ′,θ′), λ′ ∈ Rp, θ′ ∈ Rm|B(θ′ − θ)T ·
φ(t,λ′, y(t), [λ′, y]) + (Ψ(t,λ′, y(t))−Ψ(t,λ, y(t)))θ

+ g(t,λ′, y(t), u(t))− g(t,λ, y(t), u(t)) = 0, ∀ t ≥ t0}.
Then there exist a constant γ̄ ∈ R>0 and functions
r1, r2, r3, r4 ∈ K such that if γ, ε are the corresponding
parameters of (6), and γ ∈ (0, γ̄), ε > r1(∆ξ), then

lim sup
t→∞

dist

((
λ̂(t)

θ̂(t)

)
, E(λ,θ)

)
≤ r2(ε). (11)

lim sup
t→∞

∥x̂(t)− x(t)∥ ≤ r3(ε), (12)

lim sup
t→∞

∥π(θ̂(t), λ̂(t))∥ ≤ r4(ε). (13)

Proof of Theorem 3. The idea behind the proof of the
theorem is similar to that of presented in Tyukin et al.
(2013) and, taking space limitations into account, we
present just a sketch here. Note that the first row of M
in the observer system is zero for all t ≥ t0, and that

ŷ = CT x̂ = CT ζ̂. Moreover, since Ψ(t, λ̂, y) is bounded

and Lipschitz in λ̂, the variables M(t, [λ̂, y]), Ṁ(t, [λ̂, y])

are also bounded, and M(t, [λ̂, y]) is Lipschitz in λ̂ for

λ̂ = const. Let ζ = x−Mθ, then

ζ̇ =Aζ +Bφ(t, λ̂, y, [λ̂, y])θ + (Ψ(t,λ, y, u)

−Ψ(t, λ̂, y, u))θ + g(t,λ, y, u) + ξ(t).

Dynamics of (2), (5) in the coordinates e1 = ζ̂ − x+Mθ,

e2 = θ̂ − θ is(
ė1
ė2

)
=

(
A+ ℓCT BφT (t, λ̂, y, [λ̂, y])

−γθφ(t, λ̂, y, [λ̂, y])C
T 0

)
×
(
e1
e2

)
+

(
ṽ(t, λ̂,λ, y, u)

0

)
(14)

where ṽ (t, λ̂,λ, y, u) = (Ψ(t, λ̂, y) − Ψ(t,λ, y))θ +

g(t, λ̂, y, u) − g(t,λ, y, u) − ξ(t). Since the pair A, C is
observable one can always find an ℓ so that dynamics
of the homogeneous part of (14) is exponentially stable

subject to persistency of excitation of φ(t, λ̂, y, [λ̂, y]).
The latter condition is ensured by picking the values of
γ sufficiently small (see Tyukin et al. (2013)).

Recall that the function π is Lipschitz and that π(θ,λ) =
0. Therefore

∥π(θ̂, λ̂)∥ = ∥π(θ̂, λ̂)− π(θ,λ)∥ ≤ L1∥θ̂ − θ̂∥
+ L2∥λ̂− λ∥.

(15)

Furthermore, notice that

(1) |a| ≤ |b| ⇒ ∥a∥ε ≤ ∥b∥ε
(2) ∥|a|+ |b|∥ε ≤ ∥a∥ε + |b| ∀ a, b ∈ R
(3) ∥La∥ε = |L|∥a∥ ε

|L|
, a ∈ R

(4) ∥a∥ε+∥b∥ε ≤ 2∥a, b∥ε, where ∥a, b∥ε =
√
∥a∥2ε + ∥b∥2ε.

Hence, using (15) and applying properties 1–4 above to

∥π(θ̂, λ̂)∥ε we obtain:

∥π(θ̂, λ̂)∥ε ≤ ∥L1∥θ̂ − θ∥∥ε + L2∥λ̂− λ∥ = L1∥θ̂ − θ∥ ε
L1

+ L2∥λ̂− λ∥.
Therefore, since ∥C∥ = 1, ∥CT (x − x̂)∥ε + ∥π(θ̂, λ̂)∥ε ≤
∥x̂ − x∥ε + L1∥θ̂ − θ∥ ε

L1
+ L2∥λ̂ − λ∥. Denoting ϵ = ε

L1

results in

∥CT (x− x̂)∥ε + ∥π(θ̂, λ̂)∥ε ≤ ∥x̂− x∥ϵ
+ L1∥θ̂ − θ∥ϵ + L2∥λ̂− λ∥.

(16)

Finally, taking (16) into account, and repeating the argu-
ment provided in Tyukin et al. (2013) in which Lemma
8 is replaced with Lemma 4 below (see Appendix for the
proof, cf. Tyukin et al. (2008)) one can complete the proof
of the theorem.

Lemma 4. Consider a system governed by the following
set of equations

∥x(t)∥ ≤ β(t− t0)∥x(t0)∥+ c∥h(τ)∥∞,[t0,t] +∆, (17)

−
∫ t

t0

γ0(∥x(τ) + d(τ)∥ε +M |h(τ)|)dτ

≤ h(t)− h(t0) ≤ 0, ∀ t ≥ t0,

where x : R → Rn, h : R → R are trajectories
reflecting the evolution of the system’s state, d : R → Rn,
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∥d(τ)∥∞,[t0,∞) ≤ ∆d is a continuous and bounded function
on [t0,∞), β(·) is a strictly monotonically decreasing
function with, β(0) ≥ 1, lims→∞ β(s) = 0; c,∆ ∈ R>0,
and γ0 : R → R≥0:

|γ0(s)| ≤ Dγ |s|. (18)

Then trajectories x(t), h(t) in (17) are bounded in forward
time, for t ≥ t0, provided that the following conditions
hold for some d ∈ (0, 1), κ ∈ (1,∞):

ε≥∆

(
1 + β(0)

κ

κ− d

)
+∆d, (19)

Dγ ≤ κ− 1

κ

[
β−1

(
d

κ

)]−1

× (20)

× h(t0)

β(0)∥x(t0)∥+ |h(t0)|(c(1 + κβ(0)/(1− d)) +M)
.

�

5. EXAMPLE

Consider system (1). Let us first transform (1) into (2). Ap-

plying the following coordinate transformation

(
V ′

q′

)
=(

1 0
0 −τ−1

m

)(
V
q

)
we get:

dV ′

dt
= −τ−1

m V ′ + τ−1
m Af tanh[(σf/Af )V

′] + q′,

dq′

dt
= −τs

−1q′ − (τsτm)
−1

σsV
′,

and using an additional change of coordinates

(
x1

x2

)
=(

1 0
τ−1
s 1

)(
V ′

q′

)
we arrive at:

ẋ1 =x2 −
(
τ−1
m + τ−1

s

)
x1 + τ−1

m Af tanh[(σf/Af )x1],

ẋ2 =− (τsτm)−1 (1 + σs)x1

+ (τsτm)−1Af tanh[(σf/Af )x1].

Noticing that y = CTx = x1 and denoting θ1 = − 1
τm

−
1
τs
, θ2 = 1

τm
Af , θ3 = −1−σs

τsτm
, θ4 = 1

τsτm
Af , λ =

σf

Af
, we obtain

ẋ1 = x2 + θ1y + θ2 tanh[λy],

ẋ2 = θ3y + θ4 tanh[λy], y = x1.

The above equations in the form (2) where

A =

(
0 1
0 0

)
, Ψ =

(
y tanh[λy] 0 0
0 0 y tanh[λy]

)
,

θ = (θ1, θ2, θ3, θ4), g =

(
0
0

)
, CT = ( 1 0 ) .

Parameters of the observer (5), (6) were set as follows:

B =

(
1
1

)
, l =

(
−2
−1

)
, γθ = 4, γ = 0.002.

It is clear that original state parameter values of (1) can be
recovered from x, θ, and λ in accordance with the inverse
transform:

τs = θ2/θ4, τm = −1/(θ1 + 1/τs), Af = θ2τm,

σs = −θ3τsτm − 1, σf = λAf , x = ζ +Mθ;

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

Ve

ss

Fig. 2. Bifurcation diagram of system (1).(
V
q

)
=

(
1 0

τsτ
−1
m −τ−1

m

)(
x1

x2

)
.

True parameter value and initial conditions were set to:
τs = 5, τm = 0.1666, Af = 1, σs = 0.8, σf = 2;
θ = (−6.2, 6,−2.16, 1.2), λ = 2, (V0, q0) = (1, 0).

Depending on specific parameter values, the model may
have 1 or 3 distinct equilibria in the system state space.
One of these equilibria is always at the origin, (0; 0), and
the other two are located in the first and third quadrant,
respectively. The corresponding bifurcation diagram de-
rived at Af = 1, σf = 2 and σs ∈ [0.8, 1.2] is shown in
Fig. 2. Blue, green and red curves show the values of the
V -coordinate, Ve, of the equilibria for various values of σs.
White circles correspond to solutions shown in panels b, d
in Fig. 1. If σs ≤ σf − 1 the non-zero equilibria disappear.
In our particular case the system has the following three
equilibria: (0; 0), (0.292; 0.2336), (−0.292;−0.2336). The
first equilibrium is a saddle point (one positive and one
negative real eigenvalues), and the other two are unstable
nodes (both eigenvalues are real and positive).

We supposed that information about qualitative dynamics
of the original system has been made available in the
form of the number of equilibria and their qualitative
characterizations (saddle point, stable/unstable nodes). In
particular, we assumed that the following is known:

• The total number of distinct equilibria in the system
is 3;

• Eigenvalues corresponding to zero equilibrium posi-
tion are real (discriminant > 0);

• Signs of the eigenvalues at zero equilibrium are dif-
ferent.

The first restriction is satisfied if

σs > σf − 1. (21)

Consider the other two remaining conditions. Character-
istic polynomial of the Jacobian of the right-hand side of
(1) is: s2+

(
(1− σf )τ

−1
m + τ−1

s

)
s+(1− σf + σs)(τsτm)−1.

The second condition is therefore equivalent to that the
discriminant D of this quadratic is positive:

D =

(
1− σf

τm
+

1

τs

)2

− 4

(
1− σf + σs

τsτm

)
> 0. (22)

The third and the final condition can now be expressed as:∣∣(1− σf )τ
−1
m + τ−1

s

∣∣ < √
D. (23)
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Parametric constraints (21)–(23) are in the form of strict
inequalities. The proposed observer design, however, re-
quires that parametric constraints are formulated in the
form of equalities. For this purpose we introduce:

f1(θ, λ) = |(1 + tanh(−u1(θ, λ)− 3))/2|ϵ ,
u1(θ, λ) =σs(θ, λ)− σf (θ, λ) + 1,

f2(θ, λ) = |(1 + tanh(−u2(θ, λ)− 3))/2|ϵ ,
u2(θ, λ) =D(θ, λ),

f3(θ, λ) = |(1 + tanh(−u3(θ, λ)− 3))/2|ϵ ,

u3(θ, λ) =
√

D(θ, λ)−
∣∣∣∣1− σf (θ, λ)

τm(θ, λ)
+

1

τs(θ, λ)

∣∣∣∣ ,
where ϵ < (1+ tanh(−3))/2, and define π(θ, λ) as follows:

π(θ, λ) =
3∑

i=1

fi(θ, λ).

Note that points θ, λ for which π(θ, λ) = 0 automatically
satisfy conditions (21)–(23).

Results of numerical simulation of (1) coupled with the
observer are shown in Fig. 3. As one can see from this
figure, state and parameter estimates asymptotically ap-
proach their true values. In addition, we observed that
including parametric constraints terms π(·, ·) into the ob-
server equations not only helped to remove potential ill-
conditioning of the problem but also it improved overall
convergence times as compared to observers in which terms
π(·, ·) have been dropped.

6. CONCLUSION

In this work we provided an extension of the observer
design for systems nonlinear in parameter Tyukin et al.
(2013). The extension allows to account for parametric
constraints in the form of equalities. These constraints
provide the observer with extra information about location
of true parameter values and as such help to improve
robustness of the estimation procedure. Having said this,
we note that many different equalities may define the same
set in the domain of parameters, and performance of the
observer may depend on the equality chosen. Therefore
particular form of the equality constraint is an important
design parameter of the observer. We did not specify
how to chose these constraints optimally in the current
contribution. Doing so is the subject of ongoing work.
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APPENDIX

Proof of Lemma 4. According to condition (20) we can
conclude that that h(t0) ≥ 0. Let us introduce a strictly
decreasing sequence: {σi}, i = 0, 1, . . . , σi = (1/κ)i, κ ∈
(1,∞). Further, let {ti}, i = 1, . . . , t1 < t2 < · · · < tn <
· · · be an ordered infinite sequence of time instants such
that

h(ti) = σih(t0). (24)
If the latter assumption does not hold then one can
immediately conclude that h(t) is bounded from below by
0 for t ≥ t0; it is also bounded from above by h(t0), for
t ≥ t0. Hence h(t) is bounded for all t ≥ t0. Moreover,
in accordance with (17), trajectory x(t) is bounded for all
t ≥ t0, and nothing remains to be proven.

We wish to show that if (19), (20), and (24) then

h(t) → 0 ⇒ t → ∞. (25)

In order to do so consider the time differences Ti = ti −
ti−1. It is clear from (17) and (18) that

TiDγ( max
τ∈[ti−1,ti]

∥x(τ) + d(τ)∥ε +Mh(t0)σi−1)

≥ h(t0)(σi−1 − σi).
(26)

Since

max
τ∈[ti−1,ti]

∥x(τ) + d(τ)∥ε = ∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε

if ∥x(τ) + d(τ)∥∞,[ti−1,ti] > ε, and maxτ∈[ti−1,ti] ∥x(τ) +
d(τ)∥ε = 0 overwise, we can see from (26) that

Ti ≥


h(t0)(σi−1 − σi)

Dγ(∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε+Mh(t0)σi−1)
,

|∥x(τ) + d(τ)∥∞,[ti−1,ti] > ε;
σi−1 − σi

DγMσi−1
, ∥x(τ) + d(τ)∥∞,[ti−1,ti] ≤ ε.

(27)
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Fig. 3. Left panel: estimates of parameters τm, τs, σs, Af as functions of t. Middle panel: estimate of λ. Right panel:
true values of V and q and their estimates in the end of the simulation.

Pick

τ∗ = β−1 (d/κ) , d ∈ (0, 1), (28)

and select the value of Dγ such that (20) holds. Consider
two cases: a) ∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε ≤ 0 and b)
∥x(τ)+d(τ)∥∞,[ti−1,ti]−ε > 0. With respect to case a) we
immediately observe that Ti ≥ τ∗ for all i.

Consider case b). Given that ∥x(τ) + d(τ)∥∞,[t0,t1] −
ε ≤ β(0)∥x(t0)∥ + ch(t0) + ∆ + ∆d − ε, conditions (20),

(19), and (28) imply Dγ ≤ κ−1
κ

h(t0)
β(0)∥x(t0)∥+(c+M)|h(t0)|

1
τ∗ ≤

h(t0)(σ0−σ1)
(∥x(τ)+d(τ)∥∞,[t0,t1]−ε+M |h(t0)|)

1
τ∗ . This, as follows from

(27), guarantees that T1 ≥ τ∗. Suppose that there is an i ≥
2 such that Tj ≥ τ∗ for all 1 ≤ j ≤ i−1. We will now show
that the following implication holds Ti−1 ≥ τ∗ ⇒ Ti ≥ τ∗.
This will ensure that (25) is satisfied and, consequently,
that the lemma hold. Consider ∥x(τ)∥∞,[ti−1,ti]; (17)
and (24) imply that: ∥x(τ)∥∞,[ti−1,ti] ≤ β(0)∥x(ti−1)∥ +
cσi−1h(t0)+∆. Estimating ∥x(ti−1)∥ from above, accord-
ing to (17), results in

∥x(τ)∥∞,[ti−1,ti] ≤ β(0)[β(Ti−1)∥x(ti−2)∥+ cσi−2h(t0)]

+ β(0)∆ + ch(t0)σi−1 +∆ ≤ β(0)β(τ∗)∥x(ti−2)∥+ P1,

where P1 = β(0)cσi−2h(t0) + cσi−1h(t0) + β(0)∆ + ∆.
Invoking (17) in order to express an upper bound for
∥x(ti−2)∥ in terms of ∥x(ti−3)∥ leads to

∥x(τ)∥∞,[ti−1,ti] ≤ β(0)β2(τ∗)∥x(ti−3)∥+ P2,

where P2 = ch(t0)β(0)[β(τ
∗)σi−3 + σi−2] + cσi−1h(t0) +

β(0)[β(τ∗)∆ +∆] +∆, and

∥x(τ)∥∞,[ti−1,ti] ≤ β(0)β3(τ∗)∥x(ti−4)∥+ P3,

where

P3 = ch(t0)β(0)[β
2(τ∗)σi−4 + β(τ∗)σi−3 + σi−2]

+cσi−1h(t0) + ∆β(0)[β(τ∗)2 + β(τ∗) + 1] + ∆

= ch(t0)β(0)
[ 2∑
j=0

βj(τ∗)σi−j−2

]
+ ch(t0)σi−1

+∆β(0)
[ 2∑
j=0

βj(τ∗)
]
+∆.

After i− 1 steps we obtain

∥x(τ)∥∞,[ti−1,ti] ≤ β(0)βi−1(τ∗)∥x(t0)∥+ Pi−1, (29)

where Pi−1 = ch(t0)β(0)
[∑i−2

j=0 β
j(τ∗)σi−j−2

]
+ch(t0)σi−1

+ ∆β(0)
[∑i−2

j=0 β
j(τ∗)

]
+ ∆. The values of Ti, as follows

from (27), satisfy:

Ti ≥
σi−1 − σi

σi−1
h(t0)

[
Dγσ

−1
i−1

(
∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε

+Mh(t0)σi−1

)]−1
. (30)

Consider

σ−1
i−1

(
∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε+Mh(t0)σi−1

)
.

Taking (29) into account we derive that:

σ−1
i−1

(
∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε+Mh(t0)σi−1

)
≤ β(0)βi−1(τ∗)κi−1∥x(t0)∥+ ki−1Pi−1 + ki−1∆d

−ki−1ε+Mh(t0) = β(0)βi−1(τ∗)κi−1∥x(t0)∥

+ch(t0)β(0)κ
[ i−2∑
j=0

βj(τ∗)κj
]
+ (c+M)h(t0)

+κi−1
[
∆
(
β(0)

i−2∑
j=0

βj(τ∗) + 1
)
+∆d − ε

]
.

Noticing that τ∗ is chosen in accordance with (28) one can
therefore obtain:

σ−1
i−1

(
∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε+Mh(t0)σi−1

)
≤ β(0)∥x(t0)∥+ (c+M)h(t0) + ch(t0)β(0)κ

i−2∑
j=0

dj+

κi−1
[
∆
(
β(0)

i−2∑
j=0

d

κ

j

+ 1
)
+∆d − ε

]
≤ β(0)∥x(t0)∥+ h(t0)

(
c
(
1 +

β(0)κ

1− d

)
+M

)
+

ki−1
[
∆
( β(0)

1− d/k
+ 1

)
+∆d − ε

]
.

Condition (19) implies that ∆
(

β(0)
1−d/k + 1

)
+∆d − ε ≤ 0.

Hence σ−1
i−1

(
∥x(τ) + d(τ)∥∞,[ti−1,ti] − ε+Mh(t0)σi−1

)
≤

β(0)∥x(t0)∥+h(t0)
(
c
(
1 + β(0)κ

1−d

)
+M

)
. Substituting the

latter estimate into (30) and using (20) yields Ti ≥ τ∗ as
required. Therefore Ti ≥ τ∗ for all i ≥ 1, and (25) holds.
Thus the trajectory h(t) is bounded from above and below,
and hence so is the trajectory x(t). �
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