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Abstract: The switched model predictive control (MPC) strategy is investigated in this paper
for a class of networked control systems (NCSs) with time delays and packet disordering.
A new model is proposed to describe the NCS with packet disordering. State feedback
controllers are considered and the resulting closed-loop NCS is modeled as a discrete-time
switched system. By using the average dwell-time approach and switching between different cost
functions, sufficient conditions for exponential stability of the NCS and design procedures for
the stabilizing controllers are presented. Finally, an illustrative example is given to demonstrate
the effectiveness of the proposed method.
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1. INTRODUCTION

The past few decades have witnessed an ever increasing
research interest in networked control systems (NCSs) due
to increasing applications of network in mobile sensor net-
works, remote surgery, and automated highway systems,
etc (Hesphanha et al., 2007; Zhang et al., 2013). However,
perfect communication is not always possible in many
practical systems, especially in a networked environment.
Network-induced delay is one of the main problems in
NCS, and is usually regarded as a major cause of perfor-
mance deterioration and potential instability. The control
problems of networked systems with network-induced de-
lays have been extensively considered by many researchers,
such as Gao and Chen (2007), Wang et al. (2012), Zhang
and Yu (2009b) and the references therein.

Since the delay may be larger than one sampling period,
more than one control signals may arrive at the actuator
during one sampling interval. Moreover, the transmission
of data packets does not necessarily follow a “first send
first arrive” principle as assumed in most existing works.
This means that the newest control data may arrive at
the actuator before the older data and thus the older one
is discarded during one sampling interval, this is the so-
called packet disordering problem (Liu et al., 2011a,b). In
Cloosterman et al. (2009) and Cloosterman et al. (2010),
modeling and robust stability analysis for NCS with time-
varying delay and packet disordering were discussed, and
the uncertainties of the delays were transformed into
uncertainties of the system models. The guaranteed cost
control for multi-input and multi-output NCSs with multi-
channel packet disordering was discussed in Li et al.
(2011), where the delay is assumed to be time-varying and
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bounded. It should be noted that in Cloosterman et al.
(2009), Cloosterman et al. (2010) and Li et al. (2011)
the actuator is event-driven for the packet disordering
problem. But an exponential uncertainy was introduced
in the NCS model by the event-driven actuator (Hetel et
al., 2007). The exponential uncertainty is one of the main
difficulties in the analysis and synthesis of NCS with time-
varying delays, but it can be avoided by using the time-
driven actuator, such as in Liu et al. (2011b) and Zhang
and Yu (2009a).

Another important issue that should be considered in the
design of NCSs with delays is that the number of the ar-
rived control signals vary over different sampling intervals.
Therefore, the closed-loop NCS is naturally a switched sys-
tem with a group of subsystems describing various system
dynamics on the different sampling intervals, such as in
Hetel et al. (2007) and Lin and Antsaklis (2005). In Zhang
and Yu (2009a), a switched time delay system model was
proposed to describe the NCS with time-varying delays
and packet disordering. However, in many applications,
it is desirable that not only one, but a number of differ-
ent performance criteria for the controlled system can be
taken into account. The different performance criteria to
be considered might be associated with different times or
stages in a process (Müller and Allgöwer, 2012). This can
be easily done in the context of model predictive control
(MPC).

In the MPC context, Magni et al. (2008) presented a
switched MPC algorithm for nonlinear discrete-time sys-
tems with state-dependent switching among different cost
functions. A switched MPC algorithm was proposed in
Müller and Allgöwer (2012) for nonlinear continuous-
time systems by using average dwell-time approach, where
switches among different cost functions to be minimized
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occur at certain sampling instances. For switched systems,
a predictive control framework was proposed in Mhaskar
et al. (2005) for the constrained stabilization of switched
nonlinear systems, where the switching signal has to be
known. In Colaneri and Scattolini (2007), a robust MPC
algorithm was presented for discrete-time switched linear
systems, where the switching signal is a design parameter.
In Müller and Allgöwer (2012), a switched MPC algorithm
was investigated for switched nonlinear systems by using
the average dwell-time approach, where the switching sig-
nal not known a priori and the switching times are not
a design parameter. For NCS, a novel delay compensation
strategy was proposed in Wang et al. (2010) for networked
predictive control system by using the average dwell-time
approach.

In this paper, we are motivated to study the switched
MPC strategy for a class of NCSs with time delays, and
focus on solving the packet disordering problem and the
switched dynamic caused by long delay. A logical relation
is explicitly established to describe the phenomenon of
packet disordering. Then, a switched system model is used
to describe the NCS based on the established relation.
Considering switching between different cost functions and
using the average dwell-time approach, the conditions for
exponential stability are derived for the closed-loop NCS,
where the switching signal not known a priori and the
switching times are not a design parameter. Sufficient
conditions for the existence of the state feedback con-
trollers are given in terms of matrix inequalities. Finally,
an example is given to demonstrate the effectiveness of the
proposed method.

2. MODELING OF THE NCS
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Fig.1. The structure of NCS

The structure of the considered NCS is shown in Fig.1,
where the sensor is time-driven and the sampling period is
denoted by T , the controller is event-driven, the actuator is
time-driven, and has a receiving buffer which contains the
most recently received data packet from the controller, τ sck
and τ cak are the sensor-to-controller delay and controller-
to-actuator delay, respectively, and τk = τsck + τ cak is
assumed to be bounded by 0 ≤ τk ≤ dT , where d is a
known finite integer, u(k − i), i = 0, 1, · · · , d are the
controller outputs. Since the actuator is time-driven, it
can be known that τk ∈ N1 = {0, 1, 2, · · · , d}T . The
plant is described by the following continuous-time linear
system model

ẋ(t) = Apx(t) +Bpu(t) (1)

where x(t) ∈ Rn is the system state, u(t) ∈ Rm is
the control input, Ap and Bp are constant matrices with
appropriate dimensions.

Since the network-induced delay may be larger than one
sampling period, more than one control signals may arrive
at the actuator during one sampling interval, but only one
control signal is applied by the actuator. The main prob-
lem is how to choose the newest control signal. Moreover,
the packet disordering problem will occur since the delay
is long delay. A time diagram of the signal transmitting is
illustrated in Fig. 2, in which it is assumed that d = 3, and
at most three control signals may arrive at the actuator
during one sampling interval, such as the sampling interval
((k+ 5)T, (k+ 6)T ]. Furthermore, control signal u(k+ 2)
arrives at the actuator earlier than u(k+1). Thus, u(k+2)
is adopted at time (k + 3)T while u(k + 1) is discarded.
It can known that the newest control data arrive at the
actuator before the older data and thus the older one is
discarded. This phenomenon is called packet disordering.
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Fig.2. Time diagram of signal transmitting in the NCS

By the aforementioned analysis, it can be seen that the
adopted control signal may take values in {u(k − d+ 1),
· · · , u(k − 1), u(k)} at each sampling instant, which will
result in d+1 different system dynamics of the closed-loop
system. Moreover, during the sampling interval (kT, (k+
1)T ], the system dynamics are actually determined by
{τk−d+1, · · · , τk−1, τk}. Therefore, we use a vector τ(k) =
[τk−d+1, · · · , τk−1, τk] to represent the control signal
which is actually applied at the actuator side, and define
a vector-valued function f : τ(k) → σ(k) to map τ(k)
into a scalar σ(k) ∈ N2 = {0, 1, · · · , d}. The detailed
expression of σ(k) is given as follows

σ(k) =



0, τk = 0, τk−j ∈ N1, j = 1, 2, · · · , d− 1
1, τk ≥ T, τk−1 ≤ T, τk−j ∈ N1,

j = 2, · · · , d− 1
2, τk−i ≥ (i+ 1)T, i = 0, 1, τk−2 ≤ 2T,

τk−j ∈ N1, j = 3, · · · , d− 1
...

...
d, τk−i ≥ (i+ 1)T, i = 0, 1, · · · d− 1

(2)

and the adopted control signal is u (k − σ(k)) at time kT .

Denote A = eApT and B =
∫ T

0
eAP tdtBp, then the NCS

under consideration is modeled as the following discrete-
time switched system

x(k + 1) = Ax(k) +Bu(k − σ(k)) (3)

where σ(k) is used as the switching signal of system (3).

Denoting Λiσ(k) =

{
I, i = σ(k)
0, i ̸= σ(k)

, i ∈ N2, then system

(3) can be represented as follows
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x(k + 1) = Ax(k) +

d∑
i=0

B̄iσ(k)u(k − i) (4)

where B̄iσ(k) = Λiσ(k)B. LetX(k) =
[
xT (k) uT (k − 1) · · ·

uT (k − d+ 1) uT (k − d)
]T

, system (4) can be rewritten
as the following switched system model

X(k + 1) = Gσ(k)X(k) +Hσ(k)u(k) (5)

where

Gσ(k) =


A B̄1σ(k) · · · B̄(d−1)σ(k) B̄dσ(k)

0 0 · · · 0 0
0 I · · · 0 0
...

...
. . .

...
...

0 0 · · · I 0

,

Hσ(k) =
[
B̄T

0σ(k) I 0 · · · 0
]T

.

The objective of this paper is to design a stabilizing
controller u(k) = Kσ(k)(k)X(k) for the NCS (5) via
switched MPC strategy. Then, the closed-loop system of
(5) is given as follows

X(k + 1) =
(
Gσ(k) +Hσ(k)Kσ(k)(k)

)
X(k) (6)

For this purpose, let each subsystem of the switched sys-
tem (5) be associated with a certain performance criterion
Jσ(k) to be minimized. Let X(k+i|k) and u(k+i|k) be the
predicted state variables and input variables based on the
measurements at time kT , respectively. In order to design a
stabilizing MPC controller for the system (6), the following
finite horizon optimal control problem is considered

Problem 1. At time kT , solve the optimization problem

min Jσ(k) (X(k), U(k), N)

=

N−1∑
j=0

∥X(k + j|k)∥2Qσ(k)
+ ∥u(k + j|k)∥2Rσ(k)

+ Vσ(k) (X(k +N |k)) (7)

subject to
X(k + i+ 1|k) = Gσ(k)X(k + i|k) +Hσ(k)u(k + i|k),
Vσ(k) (X(k + i|k)) = XT (k + i|k)Pσ(k)(k)X(k + i|k),
u(k + i|k) = Kσ(k)(k)X(k + i|k),
X(k|k) = X(k),
u(k|k) = u(k),

where U(k) = [u(k|k), u(k + 1|k), · · · , u(k +N − 1|k)],
N is the size of prediction horizon, Pσ(k) is positive definite
symmetric matrix and Kσ(k)(k) is the state feedback
controller gain to be designed at time kT .

Remark 1. As shown in Müller et al. (2012), the currently
active subsystem dynamics and the associated cost func-
tion are used in this paper for the whole prediction horizon,
though possible switches within the prediction horizon are
not known yet.

3. SWITCHED MPC OF THE NCS

In this section, a sufficient exponential stability condition
is given for the existence of state feedback controller and a
switched MPC algorithm is presented for the NCS with

time delays and packet disordering. Before proceeding
further, some useful definitions are introduced.

Definition 1. The NCS (6) is said to be exponentially
stable, if there exist positive constants c and α < 1 such
that the solution of system (6) satisfies

∥X(k)∥ = cαk ∥X0∥
for any initial state X0 = X(0) ∈ R(d+1)n, where X(0) =[
xT (0) uT (−1) uT (−2) · · · uT (−d)

]T
, u(i) = 0, i =

−1, −2, · · · , −d.

Definition 2 (Zhang and Yu, 2009b) . For any switching
signal σ(k) and any k ≥ 1, let Nσ[0, k) be the number of
switching of σ(k) over the interval [0, k). If Nσ[0, k) ≤
N0 + k/Tα holds for N0 ≥ 0 and Tα ≥ 0, then Tα is called
the average dwell time and N0 is the chatter bound.

For simplicity, but without the loss of generality, we choose
N0 = 0 in the sequel developments.

Let U∗(k), P ∗
σ(k)(k) be the optimal solution of Problem 1

and Fσ(k) (k,N) = Jσ(k) (X(k), U∗(k), N) be the optimal
value of performance index Jσ(k) (X(k), U(k), N). Then,
we are ready to state the following theorem.

Theorem 1. For given positive scalars λ < 1 and µ > 1,
if there exist matrices Pi(k) > 0, Ki(k), i = 0, 1, · · · d of
appropriate dimensions such that the following inequalities

Vi (X(k + j + 1|k))− Vi (X(k + j|k))

≤ −
(
∥X(k + j|k)∥2Qi

+ ∥u(k + j|k)∥2Ri

)
(8)

(
1− λ2

)
Vi (X(k + j|k))

≤ ∥X(k + j|k)∥2Qi
+ ∥u(k + j|k)∥2Ri

(9)

Pa(k) ≤ µPb(k) (10)

Qa ≤ µQb (11)

Ra ≤ µRb, a, b ∈ N2 (12)

Tα > T ∗
α =

Inµ

2Inλ−1
(13)

hold, then the NCS (6) is exponentially stable and ensures

a decay rate α = λµ
1

2Tα .

Proof. If there exists Pi(k) > 0, Ki(k), i = 0, 1, · · · d
satisfying (8), then

Ji

(
X(k), Ũ∗(k), N + 1

)
=

N∑
j=0

∥X(k + j|k)∥2Qi
+ ∥u∗(k + j|k)∥2Ri

+ Vi (X(k +N + 1|k))
= Fi (k,N) + ∥X(k +N |k)∥2Qi

+ ∥u∗(k +N |k)∥2Ri

+ Vi (X(k +N + 1|k))− Vi (X(k +N |k))
≤ Fi (k,N) (14)

where Ũ(k) = [U(k), u(k +N |k)]. So that
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Fi (k,N + 1) ≤ Fi (k,N) (15)

with Fi (k, 0) = Vi(X(k)). Thus, one has

Fi (k,N) ≤ Vi(X(k)) (16)

Along the closed-loop trajectory of (6), one has

Fi (k + 1, N)− λ2Fi (k,N)

= Vi (X(k +N + 1|k + 1))− λ2Vi (X(k +N |k))

− λ2
N−1∑
j=0

(
∥X(k + j|k)∥2Qi

+ ∥u∗(k + j|k)∥2Ri

)

+

N−1∑
j=0

(
∥X(k + j + 1|k + 1)∥2Qi

+ ∥u∗(k + j + 1|k + 1)∥2Ri

)
(17)

If we use U∗(k), P ∗
i (k) instead of U∗(k + 1), P ∗

i (k + 1) at
time (k + 1)T , then it follows from optimality that

Fi (k + 1, N)− λ2Fi (k,N)

≤
(
1− λ2

)
Fi (k,N)− ∥X(k)∥2Qi

− ∥u∗(k)∥2Ri

+ ∥X(k +N |k)∥2Qi
+ ∥u∗(k +N |k)∥2Ri

+ Vi (X(k +N + 1|k))− Vi (X(k +N |k)) (18)

One has by inequalities (8), (9) and (16) that

Fi (k + 1, N)− λ2Fi (k,N)

≤
(
1− λ2

)
Fi (k,N)− ∥X(k)∥2Qi

− ∥u∗(k)∥2Ri

≤
(
1− λ2

)
Vi (X(k))− ∥X(k)∥2Qi

− ∥u∗(k)∥2Ri

≤ 0 (19)

Then, one has

Fi (k + 1, N) ≤ λ2Fi (k,N) (20)

On the other hand, if inequalities (10)-(12) are satisfied,
one obtains

Fa (k,N) ≤ µFb (k,N) , a, b ∈ N2 (21)

For an arbitrary piecewise constant switching signal σ(k),
it follows from (16), (20) and (21) that

Fσ(k) (k,N)≤ µFσ(k−1) (k,N)

≤ λ2µFσ(k−1) (k − 1, N)

...

≤ λ2kµNσ(0,k)Fσ(0) (0, N)

≤ λ2kµ
k
Tα Fσ(0) (0, N)

= α2kFσ(0) (0, N)

≤ α2kVσ(0) (X(0)) (22)

We obtain by (9) and (22) that(
1− λ2

)
Vσ(k) (X(k))≤ Fσ(k) (k,N)

≤ α2kVσ(0) (X(0)) (23)

Let ε1 = min
∀ i∈N

{λmin(Pi(l))}, ε2 = max
∀ i∈N

{λmax(Pi(l))},
l = 0, 1, · · ·, λmin(∆) and λmax(∆) are the minimum and
maximum eigenvalues of ∆, respectively. It follows from
(23) that (

1− λ2
)
ε1∥X(k)∥2 ≤ α2kε2∥X(0)∥2 (24)

By the inequality (24), we further obtain

∥X(k)∥ ≤ cαk ∥X(0)∥ (25)

where c =
√
ε2
/
(1− λ2) ε1. The inequality (13) guarantee

that α < 1. Therefore, the NCS (6) is exponentially stable
and ensures a decay rate α according to Definition 1. The
proof is completed.

Based on the stability conditions in Theorem 1, the ex-
istence conditions for the state feedback controllers are
presented in the following theorem.

Theorem 2. For given positive scalars λ < 1 and µ >
1, the switched MPC Problem 1 can be solved by the
following semi-definite programming

min γ(k) (26)

s.t. (11), (12), (13) and[
−P̄i(k) X(k)

∗ −I

]
< 0 (27)


−P̄i(k) Φ(k) 0 0

∗ −P̄i(k) P̄i(k) K̄i(k)
∗ ∗ −γ(k)Q−1

i 0
∗ ∗ ∗ −γR−1

i

 < 0 (28)

P̄a(k) ≤ µP̄b(k), a, b ∈ N2 (29)

(1− λ)Pi(k)−Qi −KT
i (k)RiKi(k) ≤ 0 (30)

Moreover, if the optimization problem (26) is feasible,
then the NCS (6) is exponentially stable and ensures a

decay rate α = λµ
1

2Tα with controller gain Ki(k) =
K̄i(k)P̄

−1
i (k), where Φ(k) = GiP̄i(k) +HiK̄i(k), P̄i(k) =

γ(k)P−1
i (k), K̄i(k) = Ki(k)P̄i(k), i = 0, 1, · · · d.

Proof. Summing up both side of inequality (8) from 0 to
N − 1, one has

N−1∑
j=0

Vi (X(k + j + 1|k))− Vi (X(k + j|k))

≤ −
N−1∑
j=0

(
∥X(k + j|k)∥2Qi

+ ∥u(k + j|k)∥2Ri

)
(31)

It can be derived from (31) that

Ji (X(k), U(k), N) ≤ Vi (X(k)) (32)

this gives an upper bound on the performance objective
(7). Then, Problem 1 can be redefined to minimize the
upper bound Vi (X(k))

19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014

3767



min Ji (X(k), U(k), N) ≤ Vi (X(k)) ≤ γ(k) (33)

By applying schur complement, one obtains (33) from (27).

On the other hand, if inequality (8) is true, the following
inequality holds

(Gi +HiKi(k))
T
Pi(k) (Gi +HiKi(k))− Pi(k)

≤ −Qi −KT
i (k)RiKi(k) (34)

It follows from the Schur complement that inequality (34)
is equivalent to the following inequality

−P−1
i (k) Gi +HiKi(k) 0 0
∗ −Pi(k) I KT

i (k)
∗ ∗ −Q−1

i 0
∗ ∗ ∗ −R−1

i

 < 0 (35)

then, pre- and post-multiplying the inequality (35) by
diag

{
γ1/2(k)I, γ1/2(k)P−1, γ1/2(k)I, γ1/2(k)I

}
, one ob-

tains (28). Pre- and post-multiplying the inequality (10) by
γ(k)I, we obtain inequality (29). Similarly, we can easily to
obtain (30) from inequality (9). Therefore the statements
in Theorem 2 are true by Theorem 1. This completes the
proof.

With the results of Theorem 2, the state feedback con-
troller can be obtained by solving the optimization prob-
lem (26) subject to matrix inequality constraints (11)-(13),
(27)-(30). Since (30) is a non-linear matrix inequality, it is
difficult to solve the optimization problem (26). Then, the
following algorithm is given to solve this problem.

Algorithm 1. Switched MPC for the NCS

0. Initialization: Set k = 0 and choose a suitable µ.
Determine i = σ(0).

1. At time kT , measure the state x(k).
2. Solve the optimization problem (26) subject to (11),

(12), (13), (27), (28) and (29) with index i = σ(0).
3. Choose a larger enough λ. If (30) is feasible, Ki(k) is

the optimal controller gain, otherwise, increase λ by
a certain step length, and check the feasibility of the
inequality (30).

4. Let k = k + 1 and go to Step 2.

Remark 2. If Algorithm 1 is feasible at kT = 0, then it
is feasible for all time kT ≥ 0 for an arbitrary switching
signal with average dwell-time Tα satisfying (13). To prove
the feasibility, we show that the optimal solution of the
optimization problem (26) subject to (11)-(13), (27)-(30)
at time kT satisfies the inequalities (11)-(13), (27)-(30)
at time (k + 1)T . Since the parameters are independent
of the state X(k), inequalities (11)-(13), (28)-(30) are
satisfied by using the optimal values computed at time
kT instead of the decision variables at time (k + 1)T .
Since inequalities (27)-(29) are satisfied at time kT , one
has Fi(k + 1, N) ≤ Fi(k,N), i ∈ N2. From inequalities
(27), one obtains that Fi(k,N) ≤ γ(k) for all i ∈ N2,
which implies Fi(k+ 1, N) ≤ γ(k) at time (k+ 1)T . Then
the solution of the optimization problem given in (26) is
feasible at time (k+1)T . Therefore, Algorithm 1 is feasible
at all time kT ≥ 0.

Remark 3. The parameters λ and µ should be chosen as
small as possible to yield a smaller α and T ∗

α in Algorithm
1, which results in a better performance and makes the

condition (13) easier to be satisfied. The rules to choose λ
and µ can be seen from Zhang and Yu (2009b).

Remark 4. The switched MPC solution to the NCS with
delays can also be extended to the case with input/output
constraints. By using the similar method in Kothare et al.
(1996), we can obtain some similar results for NCS with
input/output constraints.

4. NUMERICAL EXAMPLE

In this section, a simulation example is given to demon-
strate the effectiveness of the developed method.

Consider an inverted pendulum system with delayed con-
trol input (Gao and Chen, 2007), its state-space model is
given by

ẋ(t) =

[
0 1

3(M +m)g

l(4M +m)
0

]
x(t) +

[
0

−
3

l(4M +m)

]
u(t) (36)

Here the parameters are selected as M = 1.32kg, m =
0.11kg, l = 0.25, g = 9.8m

/
s2. Choose the sampling period

as T = 0.02s, then the discretized model for the pendulum
system is given by

x(k + 1) =
[
1.0062 0.02
0.6253 1.0062

]
x(k) +

[
−0.0004
−0.0446

]
u(k) (37)

It is assumed that the network-induced delay τk is bounded
by τk ≤ 2T . Since the upper bound of the delays is d = 2,
at most three control signals can be involved during one
sampling period and they are u(k− 2), u(k− 1) and u(k).
Then, it can be seen from the distribution of the delays
that totally three subsystems are involved. Fig. 3 depicts
the distribution of the delays and the values of these τk
during the interval [0, 200) are shown as follows

[0002221111 0 · · · 0︸ ︷︷ ︸
10

1 · · · 1︸ ︷︷ ︸
25

2 · · · 2︸ ︷︷ ︸
10

1 · · · 1︸ ︷︷ ︸
25

0 · · · 0︸ ︷︷ ︸
15

2 · · · 2︸ ︷︷ ︸
10

0 · · · 0︸ ︷︷ ︸
15

1 · · · 1︸ ︷︷ ︸
30

2 · · · 2︸ ︷︷ ︸
10

0 · · · 0︸ ︷︷ ︸
10

1 · · · 1︸ ︷︷ ︸
30

]T (38)

According to the discussion in Section 2, packet disor-
dering is inevitable in this case. By using the map f :
τ(k) → σ(k), the subsystems are activated in the following
sequence

[0001222111 0 · · · 0︸ ︷︷ ︸
10

1 · · · 1︸ ︷︷ ︸
26

2 · · · 2︸ ︷︷ ︸
10

1 · · · 1︸ ︷︷ ︸
24

0 · · · 0︸ ︷︷ ︸
15

1 2 · · · 2︸ ︷︷ ︸
9

0 · · · 0︸ ︷︷ ︸
15

1 · · · 1︸ ︷︷ ︸
31

2 · · · 2︸ ︷︷ ︸
9

0 · · · 0︸ ︷︷ ︸
10

1 · · · 1︸ ︷︷ ︸
30

] (39)

It can be seen from (38) and (39) that the number
of switching are 13 and 15, respectively. Moreover, the
switching times are also different. These phenomenon are
caused by packet disordering.

Choosing the initial condition x(0) = [ 0.1 0 ]
T
, the input

constraints ∥u(k)∥ ≤ 2.8, and Q0 = R0 = 1.2, Q1 = R1 =
1.1, Q2 = R2 = 1, we obtain µ = 1.2, λ = 0.9849 by
applying Algorithm 1. By the switching sequence of the
subsystems and the definition of the average dwell time, we
have Tα = 200/15 = 13.3333, and therefore the condition
Tα > T ∗

α = Inµ/2In(1/λ) = 11.9582 is also satisfied.
Thus, by Theorem 2, the NCS controlled by the designed
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controller via network is exponentially stable and has a
decay rate α = 0.9918. The simulation results are shown
in Fig. 4, which depicts the state trajectories and control
input trajectory of the closed-loop NCS.
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Fig.3. Distribution of the network-induced delays
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Fig.4. State trajectories and control input of the NCS

5. CONCLUSION

In this paper, the switched MPC strategy was presented
for a class of NCSs with time delays and packet dis-
ordering. The NCS was modeled as a switched system,
which can fully describing the phenomenon of packet dis-
ordering. Switching between different cost functions and
the average dwell-time approach were used to derive the
stability condition and controller design procedure. The
effectiveness of the proposed method was illustrated by
numerical examples.
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