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Abstract: Full-state single-loop and full-state two-loop autopilot-guidance designs are derived
using a linear quadratic differential game formulation. To keep all the states at reasonable
values throughout the end-game, a cost function that includes appropriate running cost terms
on some of the states is proposed. It is proven that the two designs may be identical under a
linear quadratic differential game formulation and the proposed cost function. The theorem and
guidance laws are illustrated using an interceptor missile having forward and aft controls.

1. INTRODUCTION

The term full-state guidance law refers to an autopilot-
guidance system that has a full-state feedback into the
guidance loop. This may enhance the interceptor hom-
ing performance by accounting for the coupling between
the control and guidance dynamics. In a previous paper
(Levy et al. [2013]), two types of full-state autopilot-
guidance schemes were considered - single-loop and two-
loop schemes. In the two-loop case, the inner autopilot
loop is designed separately from the outer guidance loop,
whereas in the single-loop scheme, the guidance commands
are issued directly to the actuators, without a definite au-
topilot. It was proven under a linear quadratic formulation
that the two full-state schemes achieve the same perfor-
mance if and only if the number of guidance commands is
identical to the number of available controllers.

In previous papers, full-state G&C systems were denoted
as ”integrated” guidance systems. In Palumbo et al. [2004],
Shima et al. [2006], Idan et al. [2007], Menon and Ohlmeyer
[2001], Menon et al. [2003], Park et al. [2011], the term
”integrated” referred to a single-loop guidance system,
where there is not a definite autopilot component. In
a previous paper Shkolnikov et al. [2001], a two-loop
autopilot-guidance system is designed, where the term
”integrated” referred to the full-state feedback into the
guidance law. In Rusnak and Levi [1991] the general
solution of an optimal guidance law with a full-state
feedback was derived for an arbitrary order autopilot
model.

The controller deflection of practical missiles is bounded,
thus a nonlinear system has to be treated during satura-
tion. In fact, during saturation the G&C loop is opened
and if in addition the open loop transfer function is unsta-
ble or close to instability, the attitude angle may diverge to
unacceptable values. In the nonlinear approach, the states
can be kept at reasonable values by placing a limitation
on the commands and using a carefully designed autopilot.

Using the linear quadratic approach, this can be done
indirectly by adding appropriate running state cost terms.

Perfect information of the target future maneuver is usu-
ally not available. Hence, an appropriate alternative to
the optimal control formulation is the zero-sum pursuit-
evasion game formulation (Isaacs [1965]), where only the
information on the target maneuver capability is required.
A linear quadratic differential game (LQDG) formulation
was presented in Ho et al. [1965] while assuming ideal
dynamics for both adversaries. In Ben-Asher and Yaesh
[1998], this assumption was replaced by first-order dy-
namics for both the missile and the target. In Shima and
Golan [2007] an LQDG-type guidance law was derived
for a dual controlled missile, where the pursuer dynamics
was approximated by two first-order bi-proper transfer
functions

In this paper, it is shown that under an LQDG formulation
and running state cost terms, the two full-state schemes
(single-loop and two-loop) are identical if and only if the
number of guidance commands is identical to the number
of available controllers. The guidance laws performance is
studied using two types of target maneuver: LQDG and
a ”Bang-Bang”. The miss distance sensitivity to adding
running cost terms is analysed.

The remainder of this paper is organized as follows. The
problem formulation and the full-state autopilot-guidance
schemes and theorem are presented in sections 2 and 3,
respectively. The test case is given in section 4 and the
simulation results are provided in section 5. Section 6
presents the concluding remarks.

2. PROBLEM FORMULATION

This section provides the design assumptions and describes
the linearized endgame geometry used for the synthesis of
the guidance laws and their analysis.
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2.1 Design Assumptions

The derivation of the guidance laws will be performed
based on the following assumptions:

(1) A skid-to-turn roll-stabilized missile is considered.
The motion of such a missile can be separated into
two perpendicular channels, thus allowing to treat
only a planar motion.

(2) Both the evading target and the pursuing missile have
linear dynamics.

(3) The missile and target deviations from the collision
triangle are small during the end-game. In this man-
ner, the relative end-game trajectory can be linearized
about the nominal line of sight (LOS).

(4) Constant speeds are assumed for both the missile and
the target.

2.2 End-Game Scenario Description

Fig. 1 presents a schematic view of the planar endgame
geometry, where X axis is aligned with the initial LOS
(LOS0) and Z axis is perpendicular to it. The subscripts P
and E denote the pursuing missile and the evading target,
respectively. V , a, and γ denote the speed, normal acceler-
ation, and path angle. aPN , and aEN are respectively the
pursuer and evader accelerations normal to LOS0. r is the
range between the adversaries and λ is the angle between
the LOS and the X axis. y is the relative displacement
between the target and the missile normal to the X axis.
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Fig. 1. Planar Engagement Geometry

The pursuer and evader accelerations normal to the initial
line of sight are

aPN ≈ aP cos(γP0), aEN ≈ aEcos(γE0) (1)

Then, the corresponding kinematic equation is

ÿ = aEN − aPN (2)

2.3 Linear Equations of Motion

The general set of equations can be classified into three
categories:

(1) Kinematics (guidance) equations 1 , x
G
∈ Rn

G
×1

(2) Dynamics equations, x
D
∈ Rn

D
×1

(3) Servo model equations 2 , x
S
∈ Rn

S
×1

1 xG contains the kinematical states of the engagement, e.g. the
missile-target separation and separation rate etc.
2 The equations of motion take into account the servo dynamics.

The target dynamics is assumed to be ideal to consider
a realistic scenario where there is no information on
its dynamics. In this manner, by assuming ideal target
dynamics, the worst-case scenario is taken into account.
Let v ∈ R1 denote the target controller, then

aEN = v (3)

The dynamics and servo equations of the missile are given
as follows[

ẋ
D

ẋ
S

]
=

[
A

DD
A

DS

[0] A
S

][
x

D

x
S

]
+

[
[0]

B
S

]
ũ (4)

where ũ ∈ Rm×1 is the input to the missile servo. Note
that u ∈ Rm

G
×1 will denote the guidance controller.

The set of kinematic equations is given by

ẋ
G
=

[
A

GG
A

G,DS

] xG

x
D

x
S

+CGv (5)

Finally, the general set of equations is given by

ẋ = Ax+Bũ+Cv, x =
[
xT

G
xT

D
xT

S

]T
(6)

where

A =

 A
GG

[0]
[0]

A
G,DS

A
DD

A
DS

[0] A
S


B =

 [0]

[0]
B

S

 , C =

CG

[0]
[0]


(7)

The general form of Eq. (6) is time varying. For simplicity
of presentation, the time dependency is not explicitly
written.

In its general form, the measurement equation of the
pursuer normal acceleration can be expressed as

aPN = Hx (8)

Using Eq. (2), the kinematics state space formulation is
given by

x
G
= [y ẏ]

T

A
GG

=

[
0 1
0 0

]
,A

G,DS
=

[
0

−H

]
,C

G
=

[
0
1

]
(9)

3. FULL-STATE AUTOPILOT-GUIDANCE DESIGN
UNDER AN LQDG FORMULATION

In this section, the full-state single-loop and two-loop
guidance laws are provided. Then, a theorem concerned
with the condition for achieving the same performance for
both guidance laws is presented.

3.1 Full-State Single-Loop

The full-state single-loop optimization problem is de-
scribed in Fig. 2 and given in Eqs. (10-11).
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 ũ

Servo Model & Airframe Dynamics

Fig. 2. Full-State Single-Loop Scheme

J = xT (tf )Qfx(tf ) +

∫ tf

t0

(uTRu+ xTQx− Ev2) dτ

(10)

ẋ = A1Lx+B1Lũ+Cv, A1L = A, B1L = B (11)

u = ũ, x =
[
xT

G
xT

D
xT

S

]T
(12)

where, the matrices A, B and C are given in Eq. (7).
The subscript 1L denotes the single-loop configuration.
The target guidance command v is given by an LQDG
guidance law or any other scalar law (constant, step etc).

3.2 Full-State Two-Loop

The full-state two-loop optimization problem is presented
in Fig. 3 and given in Eqs. (3) and (13-14).

u x
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Ĉ

uA = −K

[

x
D

x
S

]

ũ
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Fig. 3. Full-State Two-Loop Scheme

J = xT (tf )Qfx(tf ) +

∫ tf

t

(ũTR̃ũ+ xTQx− Ev2)dτ =

= xT (tf )Qfx(tf )+∫ tf

t

(
uTRAu+ 2xTSAu+ xT(QA +Q)x− Ev2

)
dτ

(13)

ẋ = A2Lx+B2Lu+Cv, x =
[
xT

G
xT

D
xT

S

]T
(14)

where the subscript 2L denotes the two-loop configuration
and

A2L =

 A
GG

[0]
[0]

A
G,DS

A
DD

A
DS

−B
S
Ĉk

D
A

S
−B

S
Ĉk

S


B2L =

[
[0]

B
S
Ĉ

] (15)

QA =

 [0] [0]

[0] Q̂

 , SA =

[0]
Ŝ

 , RA = R̂ = ĈTĈ

Q̂ =

[
kT

D
ĈTĈk

D
kT

D
ĈTĈk

S

kT
S
ĈTĈk

D
kT

S
ĈTĈk

S

]
, Ŝ =

[
−kT

D

−kT
S

]
ĈTĈ

(16)

3.3 Full-State Guidance Laws Theorem

The theorem is formulated for the general form of the full-
state guidance laws under an LQDG formulation.

Theorem 1. The necessary and sufficient condition for
obtaining identical solutions to the optimization problems
of the full-state single-loop case (6-7,13) and of the full-

state two-loop case (13-15) is that Ĉ is nonsingular.

Proof. Following the details of the proof given in Levy
et al. [2013], Theorem 1 can be easily proven, since the
target control effort and running state cost terms are
identical for both the single-loop and two-loop cases.

4. TEST CASE

The chosen test case is a dual-controlled exo-atmospheric
missile where a nose jet device was added to a thrust vector
control (TVC) missile (see Levy et al. [2013] for additional
details). [

ẋ
D

ẋ
S

]
=

[
A

D

[0] A
S

][
x

D

x
S

]
+

[
[0]

B
S

]
ũ (17)

where the states are

x
D
=

[
θ θ̇

]
T, x

S
= [δn δt]

T, ũ = [δnc δtc ]
T (18)

and the model matrices are given by

A
D
=

[
0 1 0 0
0 0 Mδn −Mδt

]
, A

S
=

[
−1/τn 0

0 −1/τt

]
B

S
=

[
1/τn 0
0 1/τt

] (19)

The measurement equation is given by

aPN =
T

m
[1 0 1 1]

[
x

D

x
S

]
(20)

Two types of autopilot block diagrams are considered (see
Levy et al. [2013] for additional details). Figs. 4-5 present
the single-input and multi-input autopilot diagrams, re-
spectively. It can be seen that different servo commands
are issued in each case. In the single-input case, the guid-
ance law command is scalar, whereas in the multi-input
case there are two guidance commands that match the
number of available controllers.
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5. RESULTS

In this section, the full-state two-loop autopilot-guidance
law is compared to the full-state single-loop guidance law.
Simulations were made for two types of target accelera-
tion commands: (1)LQDG guidance law (2)”Bang-bang”
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controller. The latter is the optimal evasive strategy sub-
ject to a bounded target command (Gutman and Goldan
[2009], Shinar and Steinberg [1977]). Table 1 presents the
scenario parameters, where Vmax denotes the maximum
target acceleration.

Parameter Value Units

τn, τt 0.1 sec

T/m 200 m/sec2

Vmax 15 m/sec2

y0 50 m

Mδn , Mδt 330 1/sec2

Table 1. Scenario Parameters Values

5.1 LQDG Target Maneuver

In this case, both adversaries use an LQDG guidance law.
The cost function of the single-loop case is given by

J = a2y2(tf ) +

∫ tf

t0

{α2δcn
2 + δct

2 − ρ2v2}dτ (21)

Figs. 6-7 present the results of the full-state single-loop and
full-state two-loop guidance laws for the penalties: a =2, α
= 1, ρ = 0.5. It can be seen that the results of the single-
loop case and two-loop case with a multi-input autopilot
overlap. In this case, the target hardly maneuvers, since
the LQDG guidance command is proportional to the entire
state vector including y. Thus, the LQDG guidance law is
not suitable to represent a realistic evading strategy. It is
evident that θ is kept within its physical domain, thus a
running cost term was not required (see Eq. (21)).

The concept of the Pareto curve will be used to compare
the performance of the full-state single-loop and the full-
state two-loop schemes (see Levy et al. [2013] for additional
information). The Pareto curve in Fig. 8 was created
by changing the weight α for a fixed a weight that
practically guarantees zero miss distance. It can be seen
that the curves of the full-state single-loop and of the full-
state two-loop with a multi-input autopilot overlap, thus
implying they achieved the same performance. The Pareto
curve of the two-loop case with a single-input autopilot is
significantly higher than the one obtained in the full-state
single-loop one. When a single-input autopilot is used, the
guidance command does not have the sufficient degrees of
freedom (two) to issue the appropriate command to each
of the controllers.
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5.2 ”Bang-Bang” Target Maneuver

In this case, the target has a ”bang-bang” type evasive
strategy with a known acceleration limit, Vmax. Fig. 9
presents the typical target maneuver that is considered
in this case.

Target Step Time

0

aEN

Vmax

−Vmax

tf

Fig. 9. Target Maneuver - ”Bang Bang”

In the previous section, the angle θ did not exceed beyond
its physical domain due to the small target commands.
In this case, it will be seen that appropriate running cost
terms must be added to the cost function to keep θ at
reasonable values.

Fig. 10 presents the maximum value of θ and the miss
distance for different target step times without a running
cost term on θ. It can be seen that the value of |θ|max

exceeds beyond its physical domain for most step time
values. When a single-input autopilot diagram is used,
both controllers are always active, thus the obtained tail
deflection is larger than the deflection in the multi-input
autopilot case. As a result, there is larger pitch down
moment and θ is decreased. It can be seen that the miss
distance of the two-loop case with a single-input is higher
than the miss distance of the single-loop case. The latter,
implies the superiority of the single-loop and two-loop with
a multi-input autopilot over the two-loop with a single-
input autopilot. As a result, the following analysis design
will be done for the single-loop case 3 .
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Fig. 10. |θ| versus Target Step Time (”Bang-Bang” Target
Maneuver, a = 0.3, α = 1, ρ = 0.1)

In order to keep the attitude angle at acceptable values,
the full-state single-loop design will be designed subject to
the following cost function
3 The analysis can be equally done on the two-loop multi-input
autopilot case.

J = a2y2(tf ) +

∫ tf

t0

{α2δcn
2 + δct

2 + q2θ2 − ρ2v2}dτ (22)

The weight q will be designed for the target step time that
achieved the possible maximum θ. In this way, θ will be
kept at reasonable values for the possible target step times.
The maximum, θ ∼ 80.40 is obtained when the target
performs an acceleration step command at 1.86 [sec].

Figs. 11-12 present the simulation results of a full-state
single-loop guidance law with a target step command at
1.86 [sec]. It can be seen that by adding an appropriate
running cost term to the cost function, θ maintained
reasonable values, where θmax ∼ 24.50. The obtained miss
distance is still acceptable (0.17 [m] for q=0 and 0.18 [m]
for q=0.25).

0 0.5 1 1.5 2 2.5 3
−50

0

50

y 
[m

]

0 0.5 1 1.5 2 2.5 3
−50

0

50

100
θ 

[d
eg

]

0 0.5 1 1.5 2 2.5 3
−20

0

20

t
go

 [sec]

V
 [m

/s
ec

2 ]

 

 
q=0.25
q=0

Fig. 11. y and θ and the Target Acceleration Command
(”Bang-Bang” Target Maneuver, a = 0.3, α = 1, ρ =
0.1, q = 0)

0 0.5 1 1.5 2 2.5 3
−2

0

2

4

6

δ nc  [d
eg

]

 

 

0 0.5 1 1.5 2 2.5 3
−2

0

2

4

δ tc  [d
eg

]

t
go

 [sec]

q=0.25
q=0
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Fig. 13 presents the value of maximum value of θ and the
miss distance for different values as a function of the target
step time. It can be seen that by taking q = 0.25, the values
of θ and the miss distance were kept at reasonable values
for all the possible target step times.
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6. CONCLUSIONS

In this paper, full-state single-loop and two-loop autopilot-
guidance schemes were explored under a linear quadratic
differential game formulation. It was proven that the two
full-state guidance law are identical if and only if the
number of guidance commands matches to the number of
available controllers.

Simulation results have shown that by the attitude angle
may be kept at reasonable values by proper penalization,
while still obtaining the required miss distance.
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