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#### Abstract

We address the problem of designing the control input for a discrete time dynamical system so as to make its state reach some target set in finite time. Among the feasible solutions to the reachability problem, we look for those where only few input variables need to be set to some specific value, whereas the others can take an arbitrary value within their admissible range without compromising the desired reachability condition. This input design problem is not standard and the optimality criterion cannot be easily expressed in terms of some performance index to be optimized. Here, we propose a solution that rests on an appropriate parametrization of the input variables as set-valued signals, and rephrase the input design problem as a robust optimization program. In turn, if the target set is a polytope, the optimization problem reduces to a linear program for linear system, and to a mixed integer linear program for mixed logical dynamical systems. Some numerical examples show the efficacy of the approach.


## 1. INTRODUCTION

In this paper we address the problem of designing the control input for a discrete time dynamical system so as to make its state reach a target set in some finite time. This problem is well-studied in the literature and effective solutions have been proposed for various classes of systems, see e.g. Bemporad et al. [2000], Mitchell and Tomlin [2000], Tomlin et al. [2003], Chutinan and Krogh [2003], Girard et al. [2006], Kurzhanskiy and Varaiya [2007], Guernic and Girard [2010] to name a few. However, here we have an additional requirement: we look for a solution where only few input variables need to be set to some specific value, whereas the others can take an arbitrary value within their admissible range without compromising the desired reachability condition. For ease of reference, we shall call the former input variables influential, and the latter ones non influential. Interestingly, the non influential input variables remain free to be set and can eventually be used to satisfy further objectives besides reachability (multiobjective optimization).

The considered problem originates from a verification context, where, in order to test the correct functioning of a system $S$ composed of multiple subsystems, one needs to apply some appropriate excitation signal to a subsystem $\tilde{S}$. In the case when $\tilde{S}$ is affected by the inputs of $S$ only indirectly through some state variables, the problem becomes that of imposing some desired behavior to those state variables, which can then be translated into a reachability condition for an enlarged system that embeds the system specification (see e.g. Fainekos et al. [2006],Fainekos et al. [2009]). Finding a solution to the reachability problem while maximizing the number of

[^0]non influential input variables can effectively simplify the testing phase, since having to set only a limited number of inputs can save time and reduce the effort.

Note that the described input design problem is not standard and the optimality criterion cannot be expressed easily in terms of some performance index to be optimized. In this paper, we propose a solution that rests on an appropriate parametrization of the input variables as setvalued signals, and show that this parametrization allows to reformulate the input design problem as a robust optimization program. In turn, if the target set is a polytope, the robust optimization program reduces to a Linear Programming (LP) problem for linear systems, and to a Mixed Integer LP (MILP) problem for the class of Mixed Logical Dynamical (MLD) systems introduced in Bemporad and Morari [1999], hence solutions can be effectively computed with LP and MILP solvers.

The rest of the paper unfolds as follows. In Section 2, we formulate the problem for a discrete time linear system and rephrase it as a robust optimization problem. A resolution methodology is then proposed that leads to an LP problem to be solved. Section 3 generalizes the approach to the class of MLD systems, leading to a MILP solution. Section 4 presents some numerical examples. Finally, some concluding remarks are drawn in Section 5.

## 2. PROBLEM FORMULATION AND RESOLUTION FOR A LINEAR SYSTEM

Consider a discrete time linear system

$$
\begin{equation*}
x(k+1)=A x(k)+B_{1} u_{1}(k)+\cdots+B_{m} u_{m}(k), \tag{1}
\end{equation*}
$$

where the evolution of the state $x \in \mathbb{R}^{n}$ is affected by $m$ scalar control inputs $u_{i}, i=1, \ldots, m$, taking values within the intervals $\left[\underline{u}_{i}, \bar{u}_{i}\right], i=1, \ldots, m$.

Our goal is to design the inputs $u_{i}, i=1, \ldots, m$ so as to steer the state $x$ of the system to some convex set $\mathcal{X}_{f} \subset \mathbb{R}^{n}$ at time $T$, starting from a given initial condition $x(0)=x_{0}$. We look for a solution where only a limited number $p \leq m$ of inputs have to be set to some specific value in order to reach the target set $\mathcal{X}_{f}$ at time $T$ (influential inputs), whilst the other $m-p$ inputs can take arbitrarily values within their whole admissible range (non influential inputs).
To this purpose, we treat each input $u_{i}$ as a set-valued signal whose range has to be maximized while satisfying the reachability specification.
More precisely, for each $i=1, \ldots, m$, we parameterize $u_{i}$ as follows

$$
\begin{equation*}
u_{i}(k)=\left(1-\beta_{i}\right) \tilde{u}_{i}(k)+\frac{\underline{u}_{i}+\bar{u}_{i}}{2} \beta_{i}+\frac{\bar{u}_{i}-\underline{u}_{i}}{2} \beta_{i} w_{i}(k), \tag{2}
\end{equation*}
$$

$k=0, \ldots, T-1$, where $w_{i}$ is a set-valued auxiliary signal taking values in $[-1,1]$, whereas $\beta_{i}$ and $\tilde{u}_{i}$ are optimization variables to be set. In particular, $\beta_{i} \in[0,1]$ is a scalar parameter and $\tilde{u}_{i}$ is a single-valued signal taking values in $\left[\underline{u}_{i}, \bar{u}_{i}\right]$.
Note that the range $I_{i}(k) \subseteq\left[\underline{u}_{i}, \bar{u}_{i}\right]$ for $u_{i}(k)$ is jointly determined by $\beta_{i}$ and $\tilde{u}_{i}(k)$ as follows

$$
I_{i}(k)=\left[\tilde{u}_{i}(k)+\beta_{i}\left(\underline{u}_{i}-\tilde{u}_{i}(k)\right), \tilde{u}_{i}(k)+\beta_{i}\left(\bar{u}_{i}-\tilde{u}_{i}(k)\right)\right],
$$

and collapses to the singleton $\left[\tilde{u}_{i}(k), \tilde{u}_{i}(k)\right]$ when $\beta_{i}=0$, whereas it coincides with the whole interval $\left[\underline{u}_{i}, \bar{u}_{i}\right]$ when $\beta_{i}=1$. Figure 1 depicts the case when $\beta_{i}=0.5$.


Fig. 1. Range $I_{i}(k)$ for $u_{i}(k)$ for a given $\tilde{u}_{i}(k)$ when $\beta_{i}=0.5$.

The goal of identify the minimum number $p$ of influential inputs, while setting an appropriate value for them at the same time, can be pursued by solving the following robust optimization problem:

$$
\begin{equation*}
\max _{\left\{\beta_{i} \in[0,1], \tilde{u}_{i}(k) \in\left[\underline{u}_{i}, \bar{u}_{i}\right], k=0, \ldots, T-1\right\}_{i=1}^{m}}\left|\left\{i: \beta_{i}=1\right\}\right| \tag{3}
\end{equation*}
$$

subject to:

$$
\begin{aligned}
& x(T) \in \mathcal{X}_{f} \\
& x(k+1)=A x(k)+B_{1} u_{1}(k)+\cdots+B_{m} u_{m}(k) \\
& u_{i}(k)=\left(1-\beta_{i}\right) \tilde{u}_{i}(k)+\frac{\underline{u}_{i}+\bar{u}_{i}}{2} \beta_{i}+\frac{\bar{u}_{i}-\underline{u}_{i}}{2} \beta_{i} w_{i}(k) \\
& \forall w_{i}(k) \in[-1,1], \quad i=1, \ldots m, k=0, \ldots, T-1
\end{aligned}
$$

where $|\mathcal{C}|$ denotes the cardinality of set $\mathcal{C}$ and we are actually maximizing the number of $\beta_{i}$ 's that are equal to 1.

Due to the non-convex nature of the cost function and the bilinear term appearing in the parametrization of the input $u_{i}$ (see (2)), computing a solution to the robust optimization problem (3) is difficult, in general.
We next propose an approach to reduce (3) to a robust convex optimization problem that can be solved efficiently if $\mathcal{X}_{f}$ is a polytope described by a set of linear inequalities:

$$
\begin{equation*}
\mathcal{X}_{f}=\left\{x \in \mathbb{R}^{n}: H_{a} x \leq H_{b}\right\} . \tag{4}
\end{equation*}
$$

The same approach can be applied if an inner approximation of $\mathcal{X}_{f}$ via a polytope is adopted.
We first reparameterize $u_{i}$ in (2) by replacing the bilinear term $\left(1-\beta_{i}\right) \tilde{u}_{i}(k)$ with $u_{\beta, i}(k)$ taking values in [(1$\left.\left.\beta_{i}\right) \underline{u}_{i},\left(1-\beta_{i}\right) \bar{u}_{i}\right]$, thus obtaining

$$
\begin{equation*}
u_{i}(k)=u_{\beta, i}(k)+\frac{\underline{u}_{i}+\bar{u}_{i}}{2} \beta_{i}+\frac{\bar{u}_{i}-\underline{u}_{i}}{2} \beta_{i} w_{i}(k) . \tag{5}
\end{equation*}
$$

Accordingly, the range $I(k)$ of $u_{i}(k)$ can be expressed as

$$
\begin{equation*}
I_{i}(k)=\left[u_{\beta, i}(k)+\beta_{i} \underline{u}_{i}, u_{\beta, i}(k)+\beta_{i} \bar{u}_{i}\right] \tag{6}
\end{equation*}
$$

and $\tilde{u}_{i}(k)$ can be recovered through:

$$
\tilde{u}_{i}(k)= \begin{cases}\frac{u_{\beta, i}(k)}{1-\beta_{i}} & \text { if } \beta_{i} \in[0,1) \\ 0 & \text { if } \beta_{i}=1\end{cases}
$$

As for the cost function, maximizing $\left|\left\{i: \beta_{i}=1\right\}\right|$ is equivalent to enhancing the sparsity of vector $\gamma=$ [ $\left.\begin{array}{ll}\gamma_{1} & \gamma_{2} \ldots \gamma_{m}\end{array}\right]^{\prime}$ with $\gamma_{i}=1-\beta_{i}$ by minimizing its $\ell_{0^{-}}$ norm, i.e., the number of its non-zero elements. Since the $\ell_{0}$-norm is non-convex, we shall replace it with the $\ell_{1}$-norm $\|\gamma\|_{1}=\sum_{i=1}^{m}\left|1-\beta_{i}\right|$, as suggested in Candes et al. [2008] where a discussion on possible variants with a reweighting of the $\ell_{1}$-norm to better approximate the $\ell_{0}$-norm is also provided. Given that $\beta_{i} \in[0,1]$, then, $\|\gamma\|_{1}=m-\sum_{i=1}^{m} \beta_{i}$, and minimizing $\|\gamma\|_{1}$ is equivalent to maximizing the function $\sum_{i=1}^{m} \beta_{i}$, which is convex.
This leads to the robust optimization program

$$
\begin{equation*}
\max _{\left\{\beta_{i} \in[0,1], u_{\beta, i}(k), k=0, \ldots, T-1\right\}_{i=1}^{m}} \sum_{i=1}^{m} \beta_{i} \tag{7}
\end{equation*}
$$

subject to:

$$
\begin{aligned}
& x(T) \in \mathcal{X}_{f} \\
& x(k+1)=A x(k)+B_{1} u_{1}(k)+\cdots+B_{m} u_{m}(k) \\
& u_{i}(k)=u_{\beta, i}(k)+\frac{\underline{u}_{i}+\bar{u}_{i}}{2} \beta_{i}+\frac{\bar{u}_{i}-\underline{u}_{i}}{2} \beta_{i} w_{i}(k) \\
& \left(1-\beta_{i}\right) \underline{u}_{i} \leq u_{\beta, i}(k) \leq\left(1-\beta_{i}\right) \bar{u}_{i} \\
& \forall w_{i}(k) \in[-1,1], i=1, \ldots m, k=0, \ldots, T-1,
\end{aligned}
$$

which is convex since $x(T)$ is a linear function of the optimization variables $\beta_{i}$ and $u_{\beta, i}, i=1, \ldots, m$, and $\mathcal{X}_{f}$ is a convex set.
We next show how (7) can be solved efficiently when $\mathcal{X}_{f}$ is a polytope (see (4)). We first need to introduce some notations.
Let us define vectors

$$
\begin{aligned}
& u(k)=\left[u_{1}(k), u_{2}(k), \ldots, u_{m}(k)\right]^{\prime}, \\
& u_{\beta}(k)=\left[u_{\beta, 1}(k), u_{\beta, 2}(k), \ldots, u_{\beta, m}(k)\right]^{\prime}, \\
& w(k)=\left[w_{1}(k), w_{2}(k), \ldots, w_{m}(k)\right]^{\prime} \\
& \beta=\left[\beta_{1}, \beta_{2}, \ldots, \beta_{m}\right]^{\prime}
\end{aligned}
$$

and
$U=\left[\begin{array}{c}u(0) \\ u(1) \\ \vdots \\ u(T-1)\end{array}\right], U_{\beta}=\left[\begin{array}{c}u_{\beta}(0) \\ u_{\beta}(1) \\ \vdots \\ u_{\beta}(T-1)\end{array}\right], W=\left[\begin{array}{c}w(0) \\ w(1) \\ \vdots \\ w(T-1)\end{array}\right]$.
Then, the state at time $T$ can be expressed as

$$
\begin{equation*}
x(T)=A^{T} x_{0}+\mathbf{B}_{T} U \tag{8}
\end{equation*}
$$

where

$$
\mathbf{B}_{T}=\left[\begin{array}{llll}
A^{T-1} B & A^{T-2} B & \ldots & B \tag{9}
\end{array}\right]
$$

with $B=\left[\begin{array}{llll}B_{1} & B_{2} & \ldots & B_{m}\end{array}\right]$. Also, equation (5) can be written in the following compact form:

$$
\begin{equation*}
U=U_{\beta}+\left(D_{W}+S\right) \beta \tag{10}
\end{equation*}
$$

where we set

$$
\begin{aligned}
& D_{W}=\left[\begin{array}{c}
\operatorname{diag}\left(\left[d_{1} w_{1}(0), \ldots, d_{m} w_{m}(0)\right]\right) \\
\vdots \\
\operatorname{diag}\left(\left[d_{1} w_{1}(T-1), \ldots, d_{m} w_{m}(T-1)\right]\right)
\end{array}\right], \\
& S=\left[\begin{array}{c}
\operatorname{diag}\left(\left[s_{1}, \ldots, s_{m}\right]\right) \\
\vdots \\
\operatorname{diag}\left(\left[s_{1}, \ldots, s_{m}\right]\right)
\end{array}\right],
\end{aligned}
$$

with $d_{i}=\frac{\bar{u}_{i}-\underline{u}_{i}}{2}$ and $s_{i}=\frac{\bar{u}_{i}+\underline{u}_{i}}{2}, i=1, \ldots, m$.
By plugging (10) into (8), we finally get

$$
\begin{equation*}
x(T)=A^{T} x_{0}+\mathbf{B}_{T} U_{\beta}+\mathbf{B}_{T}\left(D_{W}+S\right) \beta \tag{11}
\end{equation*}
$$

As a result, the constraint $x(T) \in \mathcal{X}_{f}$ with $\mathcal{X}_{f}$ given in (4) becomes:

$$
\left[H_{a} \mathbf{B}_{T} H_{a} \mathbf{B}_{T}\left(D_{W}+S\right)\right]\left[\begin{array}{c}
U_{\beta}  \tag{12}\\
\beta
\end{array}\right] \leq H_{b}-H_{a} A^{T} x_{0}
$$

and the optimization problem (7) rewrites as

$$
\begin{equation*}
\max _{\left\{\underline{\mathbf{U}}(1-\beta) \leq U_{\beta} \leq \overline{\mathbf{U}}(1-\beta), \beta \in[0,1]^{m}\right\}} c^{\prime} \beta \tag{13}
\end{equation*}
$$

subject to:

$$
\begin{aligned}
& {\left[H_{a} \mathbf{B}_{T} H_{a} \mathbf{B}_{T}\left(D_{W}+S\right)\right]\left[\begin{array}{c}
U_{\beta} \\
\beta
\end{array}\right] \leq H_{b}-H_{a} A^{T} x_{0}} \\
& \forall W \in[-1,1]^{m T}
\end{aligned}
$$

where $c=\left[\begin{array}{lll}1 & 1 & \ldots\end{array}\right]^{\prime}$,

$$
\underline{\mathbf{U}}=\left[\begin{array}{c}
\operatorname{diag}\left(\left[\underline{u}_{1}, \ldots, \underline{u}_{m}\right]\right) \\
\vdots \\
\operatorname{diag}\left(\left[\underline{u}_{1}, \ldots, \underline{u}_{m}\right]\right)
\end{array}\right], \quad \overline{\mathbf{U}}=\left[\begin{array}{c}
\operatorname{diag}\left(\left[\bar{u}_{1}, \ldots, \bar{u}_{m}\right]\right) \\
\vdots \\
\operatorname{diag}\left(\left[\bar{u}_{1}, \ldots, \bar{u}_{m}\right]\right)
\end{array}\right] .
$$

Note that the optimization problem (13) is linear but semi-infinite since the number of optimization variables is finite but the number of constraints is infinite given that constraint (12) has to be satisfied for any realization of the set-valued signal $W$. Finding a solution to a semi-infinite optimization problem is difficult in general, see e.g. Boyd and Vandenberghe [2004], Ben-Tal and Nemirovski [1998], Ben-Tal and Nemirovski [1999], Ben-Tal and Nemirovski [2002]. However, we can find the exact optimal solution of (13) with a limited computational effort thanks to its particular structure. This is explained in the following proposition.
Proposition 1. The solution of (13) can be obtained by solving the following LP program

$$
\begin{equation*}
\max _{\left\{\underline{\mathbf{U}}(1-\beta) \leq U_{\beta} \leq \overline{\mathbf{U}}(1-\beta), \beta \in[0,1]^{m}\right\}} c^{\prime} \beta \tag{14}
\end{equation*}
$$

subject to:

$$
\left[H_{a} \mathbf{B}_{T} H_{a} \mathbf{B}_{T} S+\Xi\right]\left[\begin{array}{c}
U_{\beta} \\
\beta
\end{array}\right] \leq H_{b}-H_{a} A^{T} x_{0}
$$

where

$$
\begin{aligned}
&(\Xi)_{i j}=\| d_{j}[( \left.H_{a} \mathbf{B}_{T}\right)_{i j},\left(H_{a} \mathbf{B}_{T}\right)_{i j+m}, \ldots \\
&\left.\ldots,\left(H_{a} \mathbf{B}_{T}\right)_{i j+m(T-1)}\right]^{\prime} \|_{1}
\end{aligned}
$$

Proof
Consider the $i$-th row of constraint (12) given by

$$
\begin{aligned}
\left(H_{a} \mathbf{B}_{T}\right)_{i} U_{\beta}+\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i} \beta+ & \left(H_{a} \mathbf{B}_{T} S\right)_{i} \beta \\
& \leq\left(H_{b}-H_{a} A^{T} x_{0}\right)_{i}
\end{aligned}
$$

Note that the set-valued signal $W$ enters only the left-hand-side of this inequality through the term $\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i}$ $\beta$. The worst case is then achieved for those values of $W$ that maximize the term $\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i} \beta$. Observe also that $\beta$ is non-negative, and that each entry $\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i j}$ depends on $w_{j}(0), w_{j}(1), \ldots, w_{j}(T-1)$ only, i.e., each $j$-th entry of the same row $i$ depends only on the values within [ $0, T-1$ ] of the $j$-th component of $w$. Exploiting these two facts, we can just focus on independently maximizing each $j$-th entry of $\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i}$. In turn, since $\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i j}$ depends linearly on $w_{j}(0), w_{j}(1), \ldots, w_{j}(T-1)$, we can write

$$
\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i j}=\xi_{i j}^{\prime}\left[\begin{array}{c}
w_{j}(0) \\
\vdots \\
\left.w_{j}(T-1)\right]
\end{array}\right],
$$

where
$\xi_{i j}=d_{j}\left[\left(H_{a} \mathbf{B}_{T}\right)_{i j},\left(H_{a} \mathbf{B}_{T}\right)_{i j+m}, \ldots,\left(H_{a} \mathbf{B}_{T}\right)_{i j+m(T-1)}\right]^{\prime}$.
Recalling that $w_{j}(k) \in[-1,1], \forall k=0, \ldots, T-1$, we finally have

$$
\max _{W \in[-1,1]^{m T}}\left(H_{a} \mathbf{B}_{T} D_{W}\right)_{i j}=\left\|\xi_{i j}\right\|_{1}
$$

which concludes the proof.
Problem (14) is a standard LP program with a finite number of constraints, and, hence, can be easily solved by means of standard solvers like CPLEX [2007].

## 3. EXTENSION TO MIXED LOGICAL DYNAMICAL SYSTEMS

In this section we consider Mixed Logical Dynamical (MLD) systems of the form:

$$
\begin{align*}
& x(k+1)=A x(k)+B_{u} u(k)+B_{\delta} \delta(k)+B_{z} z(k)  \tag{15a}\\
& E_{2} \delta(k)+E_{3} z(k) \leq E_{1} u(k)+E_{4} x(k)+E_{5} \tag{15b}
\end{align*}
$$

where $x \in \mathbb{R}^{n_{c}} \times\{0,1\}^{n_{l}}$ represents the state of the system and is composed of both continuous and binary variables, $u=\left[u_{1}, u_{2}, \ldots, u_{m}\right]^{\prime} \in\left[\underline{u}_{1}, \bar{u}_{1}\right] \times\left[\underline{u}_{2}, \bar{u}_{2}\right] \times \cdots \times\left[\underline{u}_{m}, \bar{u}_{m}\right]$ are the control inputs, whereas $\delta \in\{0,1\}^{r_{l}}$ and $z \in \mathbb{R}^{r_{c}}$ are auxiliary variables.
By adopting the parametrization for $u_{i}$ in (2) and following the same approach as in Section 2, we can reformulate the problem of designing the inputs so as to reach some target set $\mathcal{X}_{f}$ at time $T$ while maximizing the number of non influential inputs as the following robust optimization problem:

$$
\begin{equation*}
\max _{\left\{\underline{\mathbf{U}}(1-\beta) \leq U_{\beta} \leq \overline{\mathbf{U}}(1-\beta), \beta \in[0,1]^{m}, \Delta \in\{0,1\}^{r_{l} T}, Z\right\}} c^{\prime} \beta \tag{16}
\end{equation*}
$$

subject to:

$$
\begin{aligned}
& {\left[\begin{array}{c}
H_{a} \mathbf{B}_{u T} \\
-\mathbf{E}_{1}-\mathbf{E}_{4} \mathbf{B}_{u} \mathbf{E}_{2}-\mathbf{B}_{\delta T} \\
\mathbf{E}_{4} \mathbf{B}_{\delta} \mathbf{E}_{3}-\mathbf{E}_{4} \mathbf{B}_{z T} \\
H_{a} \mathbf{B}_{u T}\left(D_{W}+S\right) \\
-\left(\mathbf{E}_{1}+\mathbf{E}_{4} \mathbf{B}_{u}\right)\left(D_{W}+S\right)
\end{array}\right]\left[\begin{array}{c}
U_{\beta} \\
\Delta \\
Z \\
\beta
\end{array}\right] \leq\left[\begin{array}{c}
H_{b}-H_{a} A^{T} x_{0} \\
\mathbf{E}_{4} \mathbf{A} x_{0}+\mathbf{E}_{5}
\end{array}\right]} \\
& \forall W \in[-1,1]^{m T}
\end{aligned}
$$

Matrices $\mathbf{B}_{u T}, \mathbf{B}_{\delta T}$, and $\mathbf{B}_{z T}$ have the same structure as matrix (9) with $B$ replaced by $B_{u}, B_{\delta}$, and $B_{z}$,
respectively, $\mathbf{E}_{i}=\operatorname{diag}\left(\left[E_{i}, \ldots, E_{i}\right]\right), i=1,2,3,4, \mathbf{E}_{5}=$ $\left[E_{5}, E_{5}, \ldots, E_{5}\right]^{\prime}$, and $\mathbf{A}, \mathbf{B}_{u}, \mathbf{B}_{\delta}, \mathbf{B}_{z}, \Delta, Z$ are defined as follow:

$$
\begin{aligned}
& \mathbf{A}=\left[\begin{array}{c}
I \\
A \\
A^{2} \\
\vdots \\
A^{T-1}
\end{array}\right], \quad \mathbf{B}_{i}=\left[\begin{array}{ccccc}
0 & \ldots & & 0 \\
B_{i} & 0 & & \\
A B_{i} & B_{i} & & & \vdots \\
\vdots & & \ddots & \\
A^{T-2} B_{i} & \ldots & & B_{i} & 0
\end{array}\right], i=u, \delta, z, \\
& \Delta=\left[\begin{array}{c}
\delta(0) \\
\delta(1) \\
\vdots \\
\delta(T-1)
\end{array}\right], \quad Z=\left[\begin{array}{c}
z(0) \\
z(1) \\
\vdots \\
z(T-1)
\end{array}\right] .
\end{aligned}
$$

Whilst (13) ia a LP, problem (16) is a MILP because of the presence of the binary variables $\delta$ 's, and is semi-infinite because constraints have to be satisfied for every possible realization of $W$ within $[-1,1]^{m T}$. Note that in problem (16) there is an additional constraint deriving from (15b). Constraints in (16) have the same form of those in (13) and thus they can be dealt with by means of the same approach of Section 2. Indeed, note that only the terms $H_{a} \mathbf{B}_{u T} D_{W}$ and $\left(-\mathbf{E}_{1}-\mathbf{E}_{4} \mathbf{B}_{u}\right) D_{W}$ depend on $W$, and each $i j$-th entry of these terms depends linearly on the $j$-th component of $w$ only. Hence, adopting the same approach of Section 2 we can find the optimal solution of (16) by solving the following MILP problem with a finite number of constraints:

$$
\begin{equation*}
\max _{\left\{\underline{\mathbf{U}}(1-\beta) \leq U_{\beta} \leq \overline{\mathbf{U}}(1-\beta), \beta \in[0,1]^{m}, \Delta \in\{0,1\}^{r_{l} T}, Z\right\}} c^{\prime} \beta \tag{17}
\end{equation*}
$$

subject to:

$$
\begin{aligned}
& {\left[\begin{array}{c}
H_{a} \mathbf{B}_{u T} \\
-\mathbf{E}_{1}-\mathbf{E}_{4} \mathbf{B}_{u} \mathbf{E}_{2} \mathbf{B}_{\delta T} \\
\mathbf{E}_{4} \mathbf{B}_{\delta}
\end{array} \begin{array}{c}
\mathbf{E}_{3}-\mathbf{B}_{z T} \\
H_{a} \mathbf{B}_{u T} S+\Xi \\
-\left(\mathbf{E}_{1}+\mathbf{E}_{4} \mathbf{B}_{u}\right) \\
\hline \boldsymbol{S}+\Psi
\end{array}\right]\left[\begin{array}{c}
U_{\beta} \\
\Delta \\
Z \\
\beta
\end{array}\right] \leq\left[\begin{array}{c}
H_{b}-H_{a} A^{T} x_{0} \\
\mathbf{E}_{4} \mathbf{A} x_{0}+\mathbf{E}_{5}
\end{array}\right]}
\end{aligned}
$$

where

$$
\begin{gathered}
(\Xi)_{i j}=\| d_{j}\left[\left(H_{a} \mathbf{B}_{u T}\right)_{i j},\left(H_{a} \mathbf{B}_{u T}\right)_{i j+m}, \ldots\right. \\
\left.\ldots, \quad\left(H_{a} \mathbf{B}_{u T}\right)_{i j+m(T-1)}\right] \|_{1} \\
(\Psi)_{i j}=\| d_{j}\left[\left(-\mathbf{E}_{1}-\mathbf{E}_{4} \mathbf{B}_{u}\right)_{i j},\left(-\mathbf{E}_{1}-\mathbf{E}_{4} \mathbf{B}_{u}\right)_{i j+m}, \ldots\right. \\
\left.\ldots, \quad\left(-\mathbf{E}_{1}-\mathbf{E}_{4} \mathbf{B}_{u}\right)_{i j+m(T-1)}\right] \|_{1} .
\end{gathered}
$$

Problem (17) is a MILP with a finite number of constraints and, hence, can be solved by means of standard solvers like CPLEX [2007].
Note that the optimal value taken by the auxiliary variables $Z^{*}$ and $\Delta^{*}$ does not change for any choice for the input $u(k)$ in the range defined by $\left(U_{\beta}^{*}, \beta^{*}\right)$ according to (6).

## 4. NUMERICAL EXAMPLES

Consider the following linear system:
$x(k+1)=\left[\begin{array}{ccc}0.7 & 0.9 & 0.5 \\ -0.2 & 0.8 & -0.1 \\ 0 & 0.2 & 0.1\end{array}\right] x(k)+\left[\begin{array}{c}5 \\ 1 \\ 0.1\end{array}\right] u_{1}(k)+\left[\begin{array}{l}1 \\ 2 \\ 0\end{array}\right] u_{2}(k)$

Suppose that we want to steer the state $x$ so as to reach the target set $\mathcal{X}_{f}$ at time $T=5$ starting from $x(0)=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]^{\prime}$. The target set $\mathcal{X}_{f}$ is defined by the linear inequalities:

$$
\left[\begin{array}{c}
I_{3}  \tag{19}\\
-I_{3}
\end{array}\right] x \leq\left[\begin{array}{llllll}
30 & 0 & 1 & -5 & 7 & 0
\end{array}\right]^{\prime}
$$

In order to solve problem (14) we use YALMIP Löfberg [2004] with CPLEX [2007] as LP solver, and obtain the following results:

$$
\begin{aligned}
& \beta_{1}^{*}=1, \quad \beta_{2}^{*}=0.042 \\
& u_{\beta, 1}^{*}(k)=0, k=0, \ldots, 4 \\
& u_{\beta, 2}^{*}(k)= \begin{cases}-0.957, & k=0,4 \\
0.957 & k=1,2,3\end{cases}
\end{aligned}
$$

We obtain that the first input is non influential $\left(\beta_{1}^{*}=1\right)$ while the second input is influential and can vary in a quite small range being its corresponding $\beta_{2}^{*}$ close to 0 ( $\beta_{2}^{*}=0.042$ ).
Figure 2 (a) shows the target set $\mathcal{X}_{f}$ together with an approximation of the set that can be reach at time $T$ by applying all input sequences in the set $\mathcal{U}^{T}$ starting from $x(0)=[111]^{\prime}$ (maximal reachable set). The approximation is computed by gridding $\mathcal{U}^{T}$ and computing $x(T)$ for each point of the grid. Note that just a small portion of the reachable set is contained in the target set, and thus it is necessary to limit the admissible range of at least one of the inputs, as highlighted by the achieved solution. Indeed, we can compute the admissible ranges for the inputs

$$
\begin{aligned}
& u_{1}(k) \in[0.5,1.5] \quad \forall k=0, \ldots, 4, \\
& u_{2}(k) \in\left\{\begin{array}{lr}
{[-1,-0.915]} & k=0,4 \\
{[0.915,1]} & k=1,2,3
\end{array}\right.
\end{aligned}
$$

using (6) with $\beta_{1}=\beta_{1}^{*}, \beta_{2}=\beta_{2}^{*}, u_{\beta, 1}=u_{\beta, 1}^{*}$, and $u_{\beta, 2}=u_{\beta, 2}^{*}$, and verify that the set of values for $x(T)$ reached from $x(0)=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]^{\prime}$ when applying all input sequences in these ranges is contained within $\mathcal{X}_{f}$.

The more the constraints defining the target set become tighter, the more the inputs become influential. This is shown in Figure 2 (b), which refers to a smaller target set described by:

$$
\left[\begin{array}{c}
I_{3}  \tag{20}\\
-I_{3}
\end{array}\right] x \leq\left[\begin{array}{llllll}
20 & -4 & 1 & -5 & 7 & 0
\end{array}\right]^{\prime}
$$

In this case, by solving problem (13) we get $\beta_{1}^{*}=0.441$ and $\beta_{2}^{*}=0$, so that both the inputs are influential.

We consider now a different linear system, described by:

$$
\begin{aligned}
x(k+1) & =\left[\begin{array}{ccc}
0.2 & 0.9 & 0.5 \\
-0.2 & 0.6 & -0.1 \\
0.8 & -0.2 & 0.7
\end{array}\right] x(k)+\left[\begin{array}{c}
0.7 \\
0.1 \\
-0.7
\end{array}\right] u_{1}(k) \\
& +\left[\begin{array}{c}
-0.1 \\
0.4 \\
-0.9
\end{array}\right] u_{2}(k)
\end{aligned}
$$

where $x \in \mathbb{R}^{3}, u_{1} \in[0.5,1.5]$, and $u_{2} \in[-1,1]$, and the goal is reaching some target set $\mathcal{X}_{f}$ at $T=4$ from $x_{0}=[000]^{\prime}$. The purpose of this second example is to show that, depending on $\mathcal{X}_{f}$, an input can be either influential or non influential. As a matter of fact, if we choose $\mathcal{X}_{f}$ as

$$
\left[\begin{array}{c}
I_{3}  \tag{22}\\
-I_{3}
\end{array}\right] x \leq\left[\begin{array}{llllll}
1.5 & 2 & 3.5 & -0.5 & 1.5 & 5
\end{array}\right]^{\prime}
$$

## 5. CONCLUSIONS

In this paper we have introduced an input design problem that originates from the system verification context. We have proposed a solution that rests on an appropriate parametrization of the input variables as set-valued signals and on the reformulation of the design problem as a robust optimization problem. Computability of the solution has been shown in the case of linear systems and mixed logical dynamical systems with continuous inputs.

Future work includes extending the approach to the case of logic inputs and applying it to a realistic case study. This will eventually prompt the need for improving the scalability of the approach, possibly adopting some decomposition technique.
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