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Abstract: The problem of state observation, based on sampled output measurements, is addressed for a 
class of nonlinear state-affine systems. The difficulty lies in the fact that the state equation involve the 
undisturbed output with unknown parameters. A hybrid adaptive observer is designed and formally 
analysed. Sufficient conditions are established for the observer to be exponentially convergent in the 
absence of output disturbance. The sufficient conditions include a usual persistent excitation condition as 
well as an explicit upper bound on the admissible sampling time. In presence of nonzero disturbance, the 

L -gain between the disturbance input and the (state and parameter) estimation errors is explicitly 

established in function of the design parameters. 



1. INTRODUCTION 

Designing adaptive observers for continuous-time nonlinear 
systems has also been given a great deal of interest, 
especially over the last two decades, and some techniques for 
obtaining exponentially convergent observers are now 
available,  e.g. (Bastin and Gevers, 1988; Marino and Tomei, 
1996; Besancon, 2000; Besançon et al., 2006; Zhang, 2002). 
The point is that, the nonlinearity of the observer and its 
adaptive nature makes its exact discretization (necessary for 
implementation purpose) a highly complex issue. 
Furthermore, there is no guarantee that approximate discrete-
time versions will (and generally they will not) preserve the 
performances of the original continuous-time observers. 
Therefore, a great deal of attention has been paid to the 
problem of directly designing sampled-data based observers 
for continuous-time nonlinear systems. One approach 
consists in discretizing the system model  and using the 
discrete-time model in the observer design. The point is that, 
for most nonlinear systems, the exact discretization, when 
this is possible, leads to quite complex useless discrete-time 
models. A practical alternative is to use approximate discrete-
time models obtained using Euler-like discretization 
techniques. The observers based on these tractable discrete-
time models provide only state estimates (of the continuous-
time system) at sampling instants and are generally shown to 
guarantee semi-global practical stability of the observation 
error, e.g. (Assoudi et al., 2002; Laila and Astolfi, 2006). A 
different approach, developed in e.g. (Deza et al., 1992; 
Hammouri et al., 2002; Nadri et al., 2004, Nadri and 
Hammouri, 2003), consists in designing discrete-continuous 
time observers, based on the continuous-time system model. 
The design principle entails a division of the observation 
process into two main tasks: open-loop state prediction 
between two successive sampling times and feedback state 
correction at sampling times. Another approach has been 
proposed by (Raff et al., 2008) and consists in letting the 
innovation term be constant between two successive 

sampling times. More recently, a new design approach has 
been developed in (Karafyllis and Kravaris, 2009) that 
consists in using a hybrid observer in association with an 
inter-sample output predictor. In this approach, only the 
output predictor is reinitialized at each sampling time, while 
the state estimate is continuously updated which makes it a 
continuous function of time. The approach has proved to be 
applicable to several classes of systems including linear 
detectable systems and triangular globally Lipschitz systems. 
Compared to the continuous-discrete observer design 
technique, the hybrid approach features the exponential 
convergence of the observation error as well as the simplicity 
of implementation as only one equation of the observer is 
reinitialized at sampling times (namely, that of the output 
predictor). 

So far, quite a few studies have focused on the design of 
sampled-data adaptive observers, for nonlinear systems 
subject to parametric uncertainty. A first attempt has been 
made in (Ahmed-Ali et al., 2009) where the work of (Nadri 
and Hammouri, 2003) has been extended to a class of state 
affine system with unknown parameters. A continuous-
discrete adaptive observer has thus been obtained and shown 
to ensure asymptotically the performances of the underlying 
nonadaptive observer. Inspired by the work of (Karafyllis and 
Kravaris, 2009), a sampled-data hybrid adaptive observer has 
been designed in (Hann and Ahmed-Ali, 2012). This adaptive 
observer, which involves an inter-sample predictor between 
sampling instants, has turned to be simpler than the one 
proposed in (Ahmed-Ali et al.,  2009), though both observers 
applies to the same class of systems. 

In the present paper, we present a new adaptive observer, 
using sampled measurements, for a class of state affine 
systems. The novelty of the present study is twofold: (i) the 
class of systems under study is output injection type; (ii) the 
system includes two unknown parameter vectors and one of 
them is multiplied by a not fully accessible system output i.e. 
an output that only accessible to measurement at sampling 
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times, up to measurement noise. It turns out that the state-
affine property is missing most of the time (it is only 
recovered up to noise at the sampling times). This is a major 
difficulty compared to the works of (Ahmed-Ali et al., 2009) 
and (Hann and Ahmed-Ali, 2012) where all unknown 
parameters came in multiplied by perfectly available 
quantities. In this respect, one may note that, in the context of 
sampled-data observers, state-affine systems with output 
injection have been considered in (Nadri et al., 2004). But, 
the observer proposed there is not adaptive (no parametric 
uncertainty was considered). 

The problem of sampled-data adaptive state observation is 
presently dealt with using a hybrid adaptive observer 
including two parameter adaptive laws that allows a separate 
estimation of the two unknown parameter vectors. Following 
the observer design principle in (Karafyllis and Kravaris, 
2009), each adaptive law involves a correction of the 
parameter estimate trajectory using the error between the 
estimated output (i.e. xcˆ ) and a predicted output. The output 
predictor is an instrumental component of the observer. It is 
reinitialized at each sampling instant to get benefit of the 
output measurements. In the rest of the time, it imitates the 
(continuous-time) system in open loop (no correcting error 
term is added). The adaptation gains in the two parameter 
adaptive laws are also separately updated using two 
exponentially stable ODEs. The first ODE resembles to the 
one used in (Hann and Ahmed-Ali, 2012) as it is driven with 
the (perfectly known) model term multiplying the first 
parameter vector. The second ODE differs from the 
preceding one in that the driving input is not a given 
component of the model but a constructed signal. 
Specifically, the latter is a saturated version of the predicted 
output z . The saturation function is resorted to ensure the 
boundedness of the corresponding adaptation gain despite the 
fact that the predicted output is not a priori bounded. The 
hybrid adaptive observer thus obtained is formally shown, 
under ad hoc sufficient conditions, to be exponentially 
convergent in the absence of output disturbance. The 
sufficient conditions include a usual persistent excitation 
condition as well as an explicit upper bound on the 
admissible sampling time. In presence of nonzero 
disturbance, the L -gain between the disturbance input and 

the (state and parameter) estimation errors is explicitly 
expressed in function of the design parameters. 

The paper is organized as follows: the class of systems dealt 
with is described along with the proposed observer in Section 
2; the main theorem describing the observer performances is 
presented in Section 3 and its proof is placed in the 
Appendix; a conclusion and a reference list end the paper. 

2. CLASS OF SYSTEMS AND ADAPTIVE OBSERVER 

The system under study is described by the following 
observable canonical form: 

 ))(()()()( 10 tutxatxAtx   (1a) 

)()()( kkk ttcxty   (1b) 
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mR1 ;  mntu R))((    nc  1]001[ R  (2b) 

where u  and y  denote the system input and output, 

respectively;   is an external disturbance that is just 

supposed to be bounded. The state vector nx R  is not 
accessible to measurements and the parameter vectors a  and 

1  are unknown. 

It is supposed that the dynamic part (1a) is  L -stable and its 

order n  is known. The matrix function (.)  is arbitrary but 

is continuous. The input u  is any bounded and piecewise 
continuous signal. Then, it immediately follows that the state 
x  and the output y  are bounded. The output equation (1b) 

emphasizes the fact that the signal y  is only accessible to 

measurements at the sampling instants  kt . Furthermore, it is 

readily seen from (2b) that, the state variable 1x  is related to 

the output by the relation  1xy . It turns out that, 1x  is 

only accessible to measurements up-to-noise and only at the 
sampling times. For this reason, it will be referred to the 'not-
fully accessible' output. Now, as the state equation (1a) 
involves 1x , the system (1a-b) is called output injection type 

(e.g. Besançon et al., 2006). 

The problem at hand consists in designing an adaptive 
observer that provides accurate online estimates of the state 

)(tx  and the parameter vectors a  and 1 . The state and the 

parameter estimation must only rely on the prior knowledge 
of the control input )(tu  and the sampled output 

measurements )( kty . 

Sampled-data adaptive observers for state-affine systems 
have been proposed in (Hann and Ahmed-Ali, 2012, Ahmed-
Ali et al., 2009). However, the class of systems considered in 
those studies are not output injection type. Inversely, the class 
of systems considered in (Nadri et al., 2004) is state-affine 
with output injection, but the sampled-data observer proposed 
there is not adaptive. A major feature of the present study is 
that the system under study (1a-b) is output injection type and 
the proposed observer is adaptive (i.e. the system is not 
subject to parametric uncertainty). Furthermore,  in the state 
equation (1a), the undisturbed output 1x  comes in affected by 

the uncertain parameter a . This makes all previous observers 

(adaptive or not) useless in the present case. A major 
difficulty in the present study lies in the fact that the 
undisturbed output 1x  is not accessible to measurements 

between sampling times. Moreover, even at these times, no 
exact measurement of 1x  is possible because of the 

disturbance   in equation (1b). 

19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014

570



 
 

     

 

The problem of estimating the state and parameters of the 
system (1a-b) is  presently coped with using the following 
sampled-output adaptive observer: 

)(ˆ))(())(()(ˆ)(ˆ)(ˆ 10 ttutzsattatxAtx   

   )(ˆ)()()(ˆ tttztxcK  
  (3a) 

 )()(ˆ)()()(ˆ tztxccttRt TT    (3b) 

)(ˆ))(())(()(ˆ)(ˆ)( 10 ttuctzsattactxcAtz   

 for ),[ 1 kk ttt  (3c) 

)()( kk tytz   (3d) 

 ))(())(()()()( 0 tuItzsattKcAt nn    (3e) 

RccRRR TT     (3f) 

with: 

 TTT ttat )(ˆ)(ˆ)(ˆ 1  , nta R)(ˆ , mt R)(1̂ , )( mnn R  

where )()()0( mnmnIR   (identity matrix) and all initial 

estimates ( )0(â , )0(̂ , )0(x̂ ...) may be arbitrarily chosen. In 

(13a-g), the observer gain nK R  is chosen so that the 
matrix KcA 0  is Hurwitz . The time-varying adaptive gain 

 , in the parameter adaptive laws (3b-c), is provided by 
equation (3e). The variable )(tz  represents, in view of (3d-e), 

a prediction of the output )(ty  over the interval ),( 1kk tt , 

given the preceding output samples )(),( 1kk tyty  

The saturation function in (3a) and (3c), is defined as follows, 

),min()sgn()( 1Mxzzzsat   (4) 

where 01 Mx  is any upper bound of the undisturbed output 

i.e. 

)(sup 1
0

1 txx
t

M


  (5) 

The sampled-output adaptive observer (3a-f) features a 
separate estimation of the two unknown parameter vectors. 
The parameter vector   is estimated using the parameter 
adaptive law defined by equations (3b) and (3f). The latter 

generates the adaptation gain )(1 t  from ))(( tu  which is a 

'given' component of the model. Note that this adaptation 
gain law resembles to those involved in the adaptive 
observers of (Hann and Ahmed-Ali, 2012, Ahmed-Ali et al., 
2009). 

The parameter vector a  (which comes in the model (1a) 
multiplied by the not-completely measurable signal 1x ) is 

estimated by the parameter adaptive law (3b). The latter 

generates the adaptation gain )(0 t  from the 'constructed' 

signal ))(( tzsat . This is coherent with the fact that )(tz  is an 

estimate of 1x . The saturation of  )(tz  is resorted because, at 

this stage,  this signal is not yet proved to be bounded. 
Without using that saturation, it will not be possible to ensure 

the boundedness of the gain  . Note that no parameter 
adaptive law similar to (3b) has been used in previous works 
(Hann and Ahmed-Ali, 2012, Ahmed-Ali et al., 2009). 

Now, to practically implement the saturation function 
))(( tzsat , a suitable value of Mx1  will be supposed to be 

available. Based on these observations, it turns out that real 
scalars, say 0M  and 0M , can be a priori determined 

using (3e), such that: 

M
t

tu  ))((sup , M
t

t  )(sup  (6) 

3. ADAPTIVE OBSERVER ANALYSIS 

The adaptive observer defined by equations (3a-f) will now 
be analyzed. As pointed out earlier, a major difficulty in the 
analysis is to cope with the term 1xa  (in equation (1a)) which 

involves an uncertain parameter multiplied by a signal that is 
fully and exactly accessible to measurements. Another 
difficulty lies in the hybrid (continuous-discrete) nature of the 
subsystem (3c-d) of the observer. That subsystem defines an 
output predictor between two successive sampling periods. 

To formally analyze observer (3a-f), introduce the following 
errors: 

xxx  ˆ~ , 1xze  , (7a) 

  ˆ~
,  TTTa 1  ,  TTTa 1

~~~   , (7b) 

Also, introduce the change of coordinates,  


~~  x  (8) 

Then, the observer equations (3a-f) can be rewritten as 
follows, in terms of the errors (7-8): 

))(()( 10 xzsataKeKcA    (9a) 

 ecccccR TTTTTT  
~~

 (9b) 
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The analysis of  the above error system takes benefit from the 
fact, shown in many places (see e.g. Besançon et al., 2006; 
Zhang, 2002), that the time-varying matrix R  (i.e. the 
solution of (3f)) does exist and is symmetric and positive 
definite, provided the following persistent excitation 
condition holds: 0,0,0  t : 

)()(1)()(0 )()( mnmn

t

t

TT
mnmn IdssccsI 


    

   (10) 

where )()( mnmnI   denotes the identity matrix of dimension 

)()( mnmn  . Under this condition, the matrix inverse 
1R  in turn is bounded, symmetric and positive definite. 

More formally, there are two positive real numbers ),( rr , 

such that for all 0s : 

)()(
11

)()( )( mnmn
T

mnmn IrRRrI 


   (11) 
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In the sequel, condition (10) is supposed to hold. Then, the 
following Lyapunov function is defined: 

 PRV TT   ~~ 1  (12) 

where TPP   is any positive definite matrix satisfying the 
following inequality: 

IPKcAKcAP T  )()( 00  (13) 

and   is any positive constant such that: 




24 M  (14) 

where M  is as in (6) and   is any positive real scalar such 

that: 

2r  (15) 
where r  is as in (11). The following additional notations will 
also prove to be useful: 

)(sup 1 kk
k

tt , (16) 

*  be the largest positive real number satisfying the two 

following inequalities:  
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where (.)max  (resp. (.)min ) denotes the maximum (resp. 

minimum) eigenvalue of a matrix. Note that *  in (17a) 

exists because the left sides of the two inequalities in (17) 

vanish as 0* . 

Theorem 1. Let the sampled-output adaptive observer (3a-f) 
be applied to the system (1a-b). Then, one has the following 
properties: 
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In the particular case of undisturbed output (i.e. )0 , 

 )()(
~

tt   exponentially converges to the origin  ■ 

The proof of this theorem is placed in the Appendix. 

4. CONCLUDING REMARKS 

This study has addressed the problem of adaptive state and 
parameter estimation for the state-affine systems (1a-b), 
using sampled output measurements in presence of noise. A 
key feature of the study is that even the term involving the 
true output 1x  in the state equation (1a) is affected by an 

uncertain parameter vector. Theorem 1 shows that, in the case 
of no output disturbance, the  proposed adaptive observer, 
defined by (3a-f), guarantees the exponential convergence of 
all errors to the origin. This results goes beyond the existing 
results on sampled-data adaptive state observers. 
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APPENDIX. PROOF OF THEOREM 1 

Part 1. Time-derivation of  V  gives, using (12) and (9a-e): 

  PRRV TTT 2
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with   being any positive constant satisfying (15). Using 
(11) and (15), inequality  (A1) develops further as follows: 
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It is readily checked that M
TT cc   , where M  is as 

in (6). By (14),   is selected such that 

 22

2
M . Then one 

has, for all 0s : 

0
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2
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Then, it follows from (B2) that: 

2
10 eVV    (B3) 

where 0  and 1  are defined by (17d-e). Integrating (B3), 

one gets for all tt  00 : 
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Given any scalar   such that 2/0 0  , it follows 

multiplying both sides of (B3) by te :  
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with )( 00
00 tVeM t , using the fact that 1)( 0  te  . 

Inequality (B4) implies successively: 
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Taking root-squares of both sides of the last inequality gives: 
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On the other hand, it readily follows from (12): 
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where 02   is as in (17e). Taking the root square of both 

sides of the above inequality, one immediately obtains  
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Clearly, the right side of this inequality is increasing. Then, it 
follows that: 
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Part 2. To establish Part 2 of Theorem 1, it follows 
integrating (9f-g)  that, for all ),[ 1 kk ttt : 

)()( ktte 

dssacszsatssucsxcA
t

tk
  )(~))(()(

~
))(()(~

10   

                    dscasxszsat
t

tk
  )())(( 1  (A7) 

By (8), 
~

  can be substituted to x~  on the right side of 

(B7). Then, taking absolute value of both sides of (A7) and 

multiplying the obtained inequality by 2/te  one gets, for all 
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with  MMM xcAcAM 1002 ,,,max   where we have used 

(6) and the fact (already pointed out in Part 1 of this proof) 
that exzsat  1)( . Inequality (A8) develops further as 

follows: 
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It is readily checked that 2/2/0 k

k
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s edse      . Then, one 
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where we have used the inequalities  ktt0 , with 

)(sup 1 kk
k

tt , and the fact that kt  is an increasing 

sequence. It is readily seen that, the right side of inequality 
(A10) is an increasing function of t . Then, it follows that: 

  )(sup)(sup
00

2/2/ sesee
tst

ts

tst



  

                           )()(
~

sup 2/2/
2

0

sseeM s

tst
 


  

                               )(sup 2/2/

0

seeeca s

tst




  (A11) 

Now, by letting   be sufficiently small so that: 
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one gets from (A11): 
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Substituting the right side of (A13) to  )(sup 2/
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one gets: 
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Let   be sufficiently small so that, in addition to (A21), the 
following inequality holds: 
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which establishes Part 2 and completes the proof of 
Proposition 2    ■ 
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