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Abstract—Event Based Control (EBC) provides a reduction of

mean control rates, which is an important advantage in control

systems, specially when network environment gets involved.

For this reason, the study of design methodologies for EBC

systems that met desired specifications regarding stability and

performance issues are a valuable research field. This work

presents a control design process applied to a class of EBC

systems using LMIs, including stability issues on the light of

Asynchronous Dynamical System theory. The application of the

proposed methodology is presented by an example, showing

good performance in simulation results.

Index Terms—Event Based Control, Linear Matrix Inequal-

ity, Asynchronous Dynamical Systems, Control Application

I. INTRODUCTION

Event Based Control (EBC) has been considered complex
and, in the past, the lack of a well established theory and
design methods has limited its use to special cases. However,
the interest in EBC control strategies is growing due to its
advantages. In particular, its reduction on resource usage,
which allows a reduction of the control rate [1], [2], [3],
[4]. This characteristic has great importance in embedded
systems, where life-time of devices is limited by batteries, or
in networked environment, where the reduction on the usage
of bandwidth is desirable. For instance, both requirements
must be fulfilled in the case of wireless sensor networks.

Following the EBC approach, different alternatives have
been developed. In [1], [2], improved system response with
a reduction in the control rate is obtained using impulse
control signals and observers. In [5], a piecewise control
signal based scheme with level-triggered sampling is pro-
posed. More recently in [4], the idea of sporadic control
is introduced, where a minimum time difference between
sampling times is proposed. A similar control scheme, which
is experimentally implemented, presents an improvement of
the system response in the presence of delay, jitter and noise,
[6]. Moreover, PID controllers have been studied using event
based sampling, [7]. The work in [8] presents a modified PID
control structure that minimizes different problems related to
event based sampling approach.

In addition, different schemes have been analyzed using
state-space approach, showing stability properties, [9], and
the existence of a lower bound for inter-events time, [10],
for instance. This methodology has been extended to NCS
systems in [11], including quantization effects. In [12],
experimental results have been recently presented, evaluating
an event based state-state approach. In [13], similar con-

siderations are obtained for an output-based event-triggered
control scheme using LMI techniques.

Therefore, different EBC schemes have been developed
and evaluated. The advantages obtained applying such
schemes encourage to develop new alternative approaches
and specific design methodologies for such systems.

The objective of this work is to describe a design method-
ology useful for EBC systems, which guarantees stability and
some design specifications and its validation under simulation
test. The design procedure facilitates the improvement of
the dynamics of the resulting EBC system, which will be
experimentally implementable. The control scheme switches
between different controllers following an event-triggered
sampling scheme which is proposed in [6]. The stability of
the closed-loop system is determined using a standard LMI
methodology, [14], taking into account results derived from
Asynchronous Dynamical Systems (ADS) theory. This theory
is an interesting resource since it is applicable to Networked
Control Systems (NCS), [15], [16].

The paper is organized as follows: first, the particular struc-
ture of the EBC scheme under study is described in Section
II. In the next section, the analysis of the proposed EBC
system is presented, based on the use of the ADS theory. In
Section IV, the proposed approach for the design of the EBC
controller is described. This process includes the LMI based
stability analysis. An example of the proposed methodology
is presented in Section V, where its performance is analyzed
by means of simulations. Finally, conclusions end the paper.

II. STATEMENT OF THE PROBLEM

Event Based Control is based on triggering control action
only when a condition is met [2]. The main advantage of
this control strategy is that the required number of control
actions can be considerably reduced while maintaining the
system under control.

Figure 1 presents the scheme of a basic EBC system, where
a reference signal is explicitly included. The difference from
a typical feedback control system is the event-based sampling
technique used to perform the feedback.

Let us consider a linear, or linearized, system which can
be described by the next equations:

ẋ

p

(t) = f(x, u) = Ax

p

(t) + Bu(t)

y(t) = g(x, u) = Cx

p

(t) + Du(t) (1)
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Here, for the sake of simplicity, linear SISO systems
with D = 0 are considered. Introducing a zero order hold
(ZOH) in the input of the system, the control signal value
u

k

, which is generated by a digital controller, is maintained
constant between consecutive control events. The closed-loop
correction acts only when the event firing rule is met, e.g.
when a selected signal level reaches a limit value defined
during design stage. Hence, the continuous control signal,
that is, the system’s input signal, is

u(t) = h(t � t

k

)u
k

, t 2 [t
k

, t

k+1), k = 0, . . . ,1 (2)

where u

k

is the event-triggered control signal and h(t) is the
Heaviside step function.

In this work, the event-based sampling of a continuous
signal z(t) is defined by the next expressions, with k � 1

z

k

= z(t
k

)

d

(k)(t⇤) = z(t
k�1 + t

⇤) � z(t
k�1)

t

k

= t

k�1 + T

k

(3)

T

k

=

8
>>>>>><

>>>>>>:

T

min

if �

(k)(t⇤) � �

limit

and t

⇤  T

min

t

⇤ if �

(k)(t⇤) � �

limit

and t

⇤ 2 (T
min

, T

max

)
T

max

if �

(k)(t⇤) < �

limit

and t

⇤ = T

max

where t

⇤ is the continuous time which is reset at every
sampling time t

k

, t

⇤ 2 [0, T

k

]. The difference between the
actual value of the signal and the last sampled value, d

(k)(t⇤),
is a switched continuous function depending on the k � th

event. The parameter �

(k) is the value which fires control
action, continuously updated according to the following rule:

�

(k)(t⇤) = K

s

p

���d(k)(t⇤)
���+ K

s

i

ˆ
t

⇤

0

���d(k)(t)
��� dt (4)

This expression is reset at event time, i.e. �

(k)(0) = 0. Thus,
the new sampling is triggered at t

k

= t

k�1 + T

k

time, when
�

(k) reaches a predefined limit �

limit

or when t

⇤ reaches
the limit T

max

. Equation 4 leads to a proportional-integral
sampling scheme, where a minimum difference between
sampling times T

min

(sporadic control approach [4]) and
a maximum difference between sampling times T

max

are
defined. Hence, T

k

2 [T
min

, T

max

].
In the same way, an integral action is added to the

proportional sampling (or deadband sampling, [1]) to reduce

r

k

e

k

ZOH

Event-triggered sampling

System
u

k

y

k

y(t)
Output

-+
Event-triggered 
Digital controller

Figure 1. Scheme of a basic EBC system

the sticking phenomenon, [17]. Initially, when the reference
varies, the proportional sampling is enough to guide the
system towards the desired state. However, when it is close
to the reference signal, no action will be triggered as long
as �

(k)(t⇤) is maintained inside its deadband, so a non
null error stands. In such case, the integral part of the
event sampling rule will fire the control action after a time
interval. This interval depends on the parameter K

s

i

, defined
in the event sampling policy. The choice of values of the
parameters �

limit

, K

s

i

, and K

s

p

will have a direct impact on
the performance of the system.

Considerations about T

max

. The existence of a maximum
inter-sampling time can be considered that leads to unneces-
sary control actions. However, the definition of T

max

helps to
minimize the sticking problem, [6]. Note that, in practice, this
definition affects only in cases when the open-loop system
is stable and �

(k) is strictly zero, depending on the value of
�

limit

and K

s

i

. It is introduced to prioritize the minimization
of the sticking phenomenon, with a possible penalty in the
resource optimization which can be adjusted depending on
the value of T

max

. In addition, it facilitates the mathematical
description proposed below.

For every event at t

k

derived from equations (3), the open-
loop linear system (1) can be discretized, leading to the next
representation,

x

p

k+1 = �

k

x

p

k

+ �
k

u

k

y

k

= Cx

p

k

(5)
�

k

= �(T
k

) = e

ATk

�
k

=�( T

k

) =

ˆ
Tk

0
e

As

dsB (6)

Due to the event-based sampling policy (3), T

k

can take
any value in the interval [T

min

, T

max

]. Therefore, �

k

2
C([T

min

, T

max

]), that is, it is a continuous function with
respect to variable T

k

in the interval [T
min

, T

max

], that
depends on matrix A. However, considering the nature of
t

k

, �

k

is a jump or switched function respect to the index k.
Let the structure of the controller be given by the next

equations:

x

c

k+1 = A

c

k

x

c

k

+ B

c

k

e

k

u

k

= C

c

k

x

c

k

+ D

c

k

e

k

(7)

where e

k

= r

k

�y

k

. Defining the extended state-vector x̄

k

=
[xp

k

T

, x

c

k

T ]T , the closed-loop system can be represented using
the following equations:

x̄

k+1 =


�

k

� �
k

D

c

k

C �
k

C

c

k

�B

c

k

C A

c

k

�
x̄

k

+


�

k

D

c

k

B

c

k

�
r

k

= Ā

k

x̄

k

+ B̄

k

r

k

(8)

An EBC system following the sampling rule (3) presents
the usual advantages shown in the literature for EBC sys-
tems, but with an improved behavior respect to the sticking
problem, [6]. However, analysis and design techniques for
this class of systems are needed, since the control structure
could vary at each event.
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In the next sections, there is presented an approach valid
for determining the stability of the EBC systems using ADS
and LMI theory and a design methodology adequate for
fulfilling some specifications.

III. STABILITY OF EBC SYSTEM UNDER STUDY

Some results from the ADS theory can be applied to the
proposed EBC system, under several conditions. Relevant
results from [15] are summarized to clarify the discussion.
First, the definition of ADS systems:

Definition 1. An asynchronous dynamical system (ADS)
with rate constraints on events is a tuple

A = (R+, {1, ..., N},Rn

, E, R, I, F ) (9)

where R+ is time, {1, ..., N} is the discrete state-space,
Rn is the continuous state-space, E is the set of events,
R = {r1, . . . , rM

} is the set of event rates, I : 1, ..., N !
2E is the discrete state-event function, and F is the set
of continuous dynamical system functions. By definition,
I(i) =

�
E

i1 , Ei2 , . . . , EiMi

 
is the ith discrete state-event

set, where e

(i)
j

2 E for j = 1, ..., M

i

. An ADS has associated
a discrete state s(t) and a continuos state x(t). s(t) = i if
and only if the events in I(i) have occurred and ẋ = f

i

(x).
If the evolution of x is given by a difference equation, then,
the last equations is substituted by x

k+1 = f

i

(x
k

).

Now, the definition of the stability of such systems:

Definition 2. An ADS with continuous state dynamics x(t)
is exponentially stable if

lim
t!1

e

↵t kx(t)k = 0,

for some ↵ > 0. If the dynamics is given by a discrete state
x

k

, the condition is

lim
k!1

↵

k kx(t)k = 0

Focussing the discussion on the discrete case, the next
theorem summarizes the main result from [15]: Con-
sider an ADS system A with discrete state dynamics
x

k

(x
k+1 = f

i

(x
k

)), the ith discrete state-event set
I(i) =

�
E

i1 , Ei2 , . . . , EiMi

 
and a set of event rates

R = {r1, .., , rM

} in which r

i

satisfying 0  r

i

 1 is
the rate of occurrence of event E

i

2 E over time. So, over
any time period [t, t+T ] for large enough T, r

i

T is the total
amount of time that E

i

has occurred.
In addition, suppose a Lyapunov-type function V :

Rn! R+, which is continuously differentiable and

�1 kxk2  V (x)  �2 kxk2 (10)

where �1,2 > 0.

Theorem 3. [15], if there exist scalars ↵1, ↵2, ..., ↵M

such

that the system fulfills the condition

↵

r1
1 ↵

r2
2 . . . ↵

rM
M

> ↵ > 1 (11)

and

V (x
k+1) � V (x

k

)  (↵�2
i1

↵

�2
i2

. . . ↵

�2
iMi

� 1)V (x
k

) (12)

for i = 1,...,N, in which i

j

for j = 1, ..., M

i

correspond to

the definition of I(i), the decay rate of the ADS is greater

than ↵. Then, the ADS system is exponentially stable.

Proof: See, [15].
In order to apply those results to the EBC scheme pre-

sented in Section II, some details have to be revised.
Application of the ADS approach to event-based systems:

Considering the description in Section II and the Definition
1, the EBC system described by equations (8) and event-
triggered mechanism (3) is similar to an ADS system. How-
ever, in this case, the events are defined by all the possible
sampling instants in a continuous interval [T

min

, T

max

]. That
is, E = {E1, E2, . . . , E1} is an infinite set. In addition, this
fact difficulties the implementation of a real system using the
sampling mechanism (3). To solve this problem, a finite set
of possible sampling times is introduced:

T
s

= [T
min

, T

min

+ �t

s

, T

min

+ 2�t

s

, . . . , (13)

. . . , T

min

+ n�t

s

= T

max

], �t

s

=
T

max

� T

min

n

with n 2 N. Now, consider the next approximation of the
event-sampling approach defined in equations (3):

z

k

= z(t
k

)

e

(k)(t⇤) = z(t
k�1 + t

⇤) � z(t
k�1)

t

k

= t

k�1 + T

k

(14)

T

ideal

k

=

8
>>>>>><

>>>>>>:

T

min

if �

(k)(t⇤) � �

limit

and t

⇤  T

min

t

⇤ if �

(k)(t⇤) � �

limit

and t

⇤ 2 (T
min

, T

max

)
T

max

if �

(k)(t⇤) < �

limit

and t

⇤ = T

max

T

k

=

�
T

ideal

k

�t

s

⌫
�t

s

with �

(k) defined by (4), T

k

2 T
s

and T

ideal

k

represents the
sampling times derived from equations (3) (which is an ideal
case). Note that the equations (3) are obtained from equations
(14), when n ! 1. The introduction of this new event-
sampling approach is motivated by the implementation which
is easier than in the approach given by (3), since can be based
in the use of a regular periodic sampling time �t

s

. This idea
is similar to the scheme proposed in [11].

Now, considering the event-sampling scheme (14), the
proposed EBC system is an ADS system with discrete
dynamics x̄

k

, being E = {E1, E2, . . . , En

}. Note that the
conclusions derived for this ADS system are valid for any n

and, then, the results should be valid for n ! 1. Therefore,
the result summarized in Corollary 4 can be concluded.

Corollary 4. The stability of the EBC system described by

equations (8) and event-triggered mechanism (14), consider-

ing the definition presented in Section II, will be guarantied

if:
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- it exists a Lyapunov function V (x
k

) = x

T

k

Px

k

for some

symmetric positive matrix P > 0 fulfilling

V (x
k+1) � V (x

k

)  (↵�2 � 1)V (x
k

)

for some ↵ > 1 when T

k

2 [T1, T2] ✓ [T
min

, T

max

].
- the rate of event samplings in this interval is sufficiently

large.

Proof: By the definition of the EBC system, the finite set
of events E = {E1, E2, . . . , En

} and the related set of event
rates R = {r1, .., , rn

} are well defined for a large period
of time. Hence, there exist the scalars ↵1, ↵2, ..., ↵n

related
with each n possible matrix Ā

i

i = 0, . . . , n in equation (8).
Under the conditions defined in this corollary, the system is
exponentially stable for any arbitrary switch in the interval
T

k

2 [T1, T2], [18]. Consider the set of m events E

0 ✓ E

related with T

k

2 [T1, T2]. By Theorem 3, the set of m

systems Ā

j

derived from E

0 fulfills

Ā

T

j

PĀ

j

� P  (↵�2 � 1)P

for some ↵ > 1. In addition, if the rate of events in interval
T

k

2 [T1, T2] is sufficiently large, the condition (11) in
Theorem 3 will be fulfilled and the EBC system is stable.

A particular case derived of this Corollary is when the
interval considered is [T

min

, T

max

]. In this case, the second
condition is always fulfilled, but the obtaining of a controller
fulfilling the first condition can be hard.
Remark 5. The event rate in a particular interval is directly
related with the selection of �

limit

in each case.
Remark 6. The sampling mechanism can be enforced to
assure the necessary rate in any interval.

The next section presents a design process valid for the
proposed EBC system.

IV. CONTROLLER DESIGN AND LMI BASED STABILITY
ANALYSIS

Consider a continuous controller and its discretization for
a sampling rate interval T

k

2 [T1, T2], under event-triggered
sampling (14). This scheme leads to a discrete representation
of the controller changing at every event t

k

. If all the interval
[T

min

, T

max

] is considered, the n possible system matrices
in equation 8for each T

k

2 T
s

are:

Ā

i

=


�

i

� �
i

D

c

i

C �
i

C

c

i

�B

c

i

C A

c

i

�
i = 0, . . . , n

where matrices (Ac

i

, B

c

i

, C

c

i

, D

c

i

) are obtained by discretiza-
tion, following equivalent equations to (6). Let us consider
V

k

= x

T

k

Px

k

, for some P > 0. The system will be stable
if the equations

Ā

T

i

PĀ

i

� P  �Q

i

are fulfilled for i = 0, . . . , n and Q

i

> 0. However,
by continuity in the discretization process, if the equations
corresponding to T

min

and T

max

are fulfilled, the equivalent
equation of every sampling time in interval [T

min

, T

max

] 2
T

s

will be fulfilled.

A more general scheme can be considered. The interval
can be subdivided into N

I

intervals [T
l

, T

l+1] ⇢ T
s

with
l = 0, . . . , N

I

� 1, covering the full interval [T
min

, T

max

],
being T0 = T

min

and T

N

= T

max

. Then, controllers which
stabilize the closed-loop for any T

k

2 [T
l

, T

l+1] for each such
interval [T

l

, T

l+1] are enough, if the conditions of Corollary
4 are fulfilled. Therefore, N design problems must be solved,
one for each time interval [T

l

, T

l+1] , which can be expressed
as the next LMIs

Ā

T

l

P

l

Ā

l

� P

l

 �Q

l

Ā

T

l+1Pl

Ā

l+1 � P

l

 �Q

0
l

l = 0, . . . , N

I

� 1 (15)

with P

l

> 0, Q

l

> 0 and Q

0
l

> 0. The simplest way to fulfill
Corollary 4 is to force a unique P matrix, i.e. P

l

= P > 0
l = 0, . . . , N

I

� 1,. This design problem can be expressed
by mean of a set of LMIs to fulfill some specification.

However, the feasibility of the LMI problem considering
an unique P matrix can be difficult to satisfy in general.
A more open problem is to relax this condition allowing
multiple P

l

matrices. In such case, in order to achieve the
second condition in Corollary 4, a supervisor assuring a
minimum rate in each interval [T

l

, T

l+1], a dwell time, [18],
is required. Note that several politics can be followed by this
supervisor.

V. EXAMPLE OF APPLICATION

In this section, an example of application of the tools
described in the previous section is presented. The procedure
applied in this example is summarized as follows:

• Considering the plant to control and the basic specifi-
cations, the parameters for the event sampling approach
(14) are selected: interval [T

min

, T

max

], n, �

limit

, K

s

p

and K

s

i

.
• Selection of the N

I

intervals [T
l

, T

l+1] ⇢ T
s

covering
the full interval [T

min

, T

max

].
• Perform a controller design in the continuous domain

applicable for each interval. A reasonable design con-
strain is that the bandwidth of the closed-loop system
in each interval is directly related to the sampling
times involved, that is, for higher sampling rates, larger
bandwidth.

• Solve the LMI feasibility problem derived from equa-
tions (15). Note that those problems are solved in the
discrete domain and the controller must be conveniently
discretized, using a kind of emulation technique.

Resolving satisfactorily the last point, the EBC system can be
implemented and performance tests done. Now, details about
the example are presented.

A. Controller Design

The plant used in current analysis consist of a DC motor
connected to a rotational-to-translational motion converter.
The continuous plant dynamics relating the input voltage
and the position has been modeled approximately by the
following transfer function:
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G(s) =
1

s

K

(⌧
m

s + 1)
(16)

where, K = 6536 mm vol

�1 and ⌧

m

= 1/4.3. So, a state-
space representation is given by the following equations:

A

p

=

✓
0 1
0 �1/⌧

m

◆
B

p

=

✓
0

K/⌧

m

◆
(17)

C

p

=
�

1 0
�

(18)

A standard PID controller can be enough for controlling
this second order system. After design, the standard version
must be rewritten as the equivalent representation in the state-
space.

For a first example of application, the sampling interval
defined by the event-based sampling scheme (14) is split in
three zones, N

I

= 3:
controller 1z }| {
[T

min

, T1]
[

controller 2z }| {
[T1, T2]

[
controller 3z }| {
[T2, Tmax

] (19)

being T

min

= 0.5msec. , T1 = 1msec., T2 = 3msec.,
T

max

= 50msec.. In addition, the other parameters needed
in (14) are K

s

p

= 0.1, �

limit

= 0.01 and K

s

i

= 100. The last
one has been selected as reference, since an analysis of the
effect of this parameter in the behavior of the EBC system
has been done. This is presented below.

The EBC sampling scheme leads to a changing variable
time between consecutive control actions, depending on
the speed of the changes on the error signal. Therefore,
three different controllers are proposed for different sampling
times, corresponding to the three intervals in (19). For high
sampling rates, faster controller is preferred, with a higher
bandwidth. On the contrary, for low sampling rates, a control
system with a lower bandwidth is enough for leading the
system to the desired state.

The overall methodology for the full controller design
procedure is presented in Figure (2), starting from the
model of the system to be controlled. After obtaining a
valid controller for each different region, the LMI feasibility
problem is analyzed. The implementation consist on the use
of event sampling strategy (14), followed by a decision algo-
rithm which chooses the correct controller for each interval.
Depending on the different sampling times T

k

, appropriate
discrete controller is used when applying the event sampling
policy.

For each region, the next controller parameters are ob-
tained, requiring in the design process different closed-loop
bandwidths:

K

(1)
p

= 0.0016737 K

(1)
i

= 0.0002193 K

(1)
d

= 0.0010633

K

(2)
p

= 0.0072328 K

(2)
i

= 0.0011645 K

(2)
d

= 0.0095654

K

(3)
p

= 0.0163627 K

(3)
i

= 0.0020823 K

(3)
d

= 0.0325810
(20)

Plant model

Discretization

T

s1 , Ts2 , . . .

Event based 
sampling

e

k

T

s

?
C1(Ts1)

C

ni(Tsni
)

u

k

...
...

Continuous-time 
Controller Design

C1(t)

C

ni(t)

Discrete-time 
Controllers

C

ni(Tsni
)

C1(Ts1)

Figure 2. Proposed controller design methodology for the presented Event
Based control.

Since the presented event based methodology implies the
use of discrete domain controllers, the PID is approximated
using the backward approximation of the derivate as
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The parameter ↵ is introduced to solve possible numerical
issues. Now, three LMI feasibility problems following (15)
can be proposed. Those equations admits some variations.

Indeed, the overall control design can be proposed as a
LMI, [19]. In fact, the control representation in the state-
space has been selected to facilitate this possibility. In any
case, the controllers 20 fulfill the first condition of Corollary
4.

The switching between the different controllers is facil-
itated for the use of the same structure in all the cases.
When an event is received, T

k

is known and the appropriated
controller gains can be applied. A supervisor acts in parallel
in order to prevent continuous switching between different
control intervals (second condition in Corollary 4). A mini-
mum dwell time can be established if necessary.

For a first implementation of the proposed control ap-
proach, the choice of designing just three different regions
is considered enough for comparison purposes. In addition,
obtained results show better performance comparing to a
single controller solution. The values of parameters T

min

,
T

max

and T

i

(i = 1, 2) comes from the fact that the obtained
discrete controllers must be stable, but also the performance
of the system must be maintained inside reasonable limits.

B. Simulations results

In order to perform a correct study under a simulation test,
the hybrid nature of the overall system must be adequately
described. In this case, the tool used is Ptolemy II, a Java
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based software system valid for the use of heterogeneous
mixtures of models of computation, [20]. This software
allows the definition of components for the event based
scheme proposed in this paper, including switching between
different controllers, in addition to the continuous plant.

Using this simulation framework, the performance of the
system when using a multiple EBC controller scheme has
been compared to a single EBC controller solution. Both
solutions use the same parameter values when applying (14).

The results of the simulations show the evolution of the
Mean Sampling Time, the Mean Error, defined as h|r � y|i,
and the Event Ratio (Event ratio is defined as the mean
number of produced control events for a given time interval).
As long as event occurrences increases, this value will also
increase.

While most parameters are maintained constant, the inte-
gral part of the event triggering level has been varied in the
range K

s

i

2 [50, 200] (Figures 3, 4 and 5).
As can be expected, increasing K

s

i

, which rises the effect
of the integral part of the event sampling, the number of
event occurrences increases. Thus, more control actions are
generated, reducing the system error.

The multi-controller case presents higher mean sampling
time and lower error and event ratio. In addition, as Figures 6
and 7 show, the multi-controller scheme presents an improved
system behavior, for same event sampling parameters (Ks

p

=
0.1, �

limit

= 0.01 and K

s

i

= 100). The oscillations are
reduced by switching to a more suitable controller for higher
sampling times. Therefore, the use of multiple controllers
allows a better definition of the closed-loop dynamics, adding
more degree of freedom.



















        

  

 

 


















Figure 3. Mean Sampling Time vs parameter Ks
i , for both control schemes

A remarkable fact is that, in both cases, those results are
qualitatively similar to the ones presented in previous works
(e.g. [4]). They show a reduction in the needed resources,
specially mean sampling time, without a notorious system
performance reduction comparing to a pure periodic case.

Increasing the number of controllers, i. e., increasing the
number of ranges in (19), the performance of the system is
improved, but it also requires a more complex implemen-
tation. For the system under control, presented results are
considered good enough and the addition of extra regions
does not give significant advantages.

















        

 

 
 










Figure 4. Mean Error vs parameter Ks
i , for both control schemes













        

 

 
 










Figure 5. Event Ratio vs parameter Ks
i , for both control schemes

















     

  
















 

Figure 6. System output and event occurrences for single controller

















     

  
















 

Figure 7. System output and event occurrences for multiple controller
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VI. CONCLUSIONS

In this work, a design methodology for a class of event
based controllers has been presented. The stability of the
closed-loop system is guaranteed by applying ADS theory
and solving several LMI problems Moreover, the proposed
scheme allows the use of different controllers depending
on the event rate, leading to a better closed-loop dynamics
definition. So, desired dynamics specifications can be met
more efficiently.

The principal advantage of the resulting closed-loop sys-
tem is that the EBC control structure lets a reduced control
rate. This characteristic makes the proposed scheme very
adequate for networked environments, for saving energy and
for reducing actuators’ stress. In fact, this methodology has
been chosen since LMI and ADS theory have been success-
fully applied to NCS systems in the literature. Therefore, the
extension of the approach for EBC systems in a networked
environment will follow a natural way.

In addition, the simulations in the example show that an
improved system performance can be obtained by designing
different controllers for several sampling time intervals, as
opposed to use a single controller independent of the sam-
pling period of each control action. The reduction of the num-
ber of control actions, comparing with a periodic sampling
scheme, is still guaranteed. However, the improvement of the
dynamics obtained with multiple EBC controllers requires, in
general, an increased event rate, comparing with the single
EBC controller case.

Future work will consist in the extension of the presented
control strategy to a networked environment.
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