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Abstract— This paper addresses the system identification
and advanced control of a helium (He) liquifier supplying
cooling power at liquid helium (LHe) temperatures (-269 ◦C).
To study the dynamic response to heat load variation, a He
liquifier simulation model is utilized. The main focus is to
regulate the discharge pressure of the compressor station to
guarantee stable system operation. System identification is
first conducted to obtain plant models, and a two degree
of freedom H∞ controller is designed to achieve regulation.
Moreover, saturation of the control valve is compensated via
an anti-windup technique, which is suitable for regulation
problem with disturbance rejection. The effectiveness of
the proposed control designs is demonstrated by dynamical
simulations in EcosimPro (EA International) software.

Index Terms— Helium liquefier, anti-windup, robust con-
trol, disturbance rejection.

I. INTRODUCTION

ITER [1] that is now under construction at Cadarache,
South of France is designed to demonstrate the scientific
and technical feasibility of nuclear fusion as a primary
source of virtually inexhaustible energy. It is the biggest
fusion energy research project, and one of the most chal-
lenging and innovative scientific endeavors in the world
today [2]. The machine requires high magnetic fields to
confine and stabilize the plasma. For such a facility, a
cryogenic system will be employed to cool-down and
maintain the superconductivity state of the magnets. The
ITER cryogenic system [3], [4] will be one of the largest
cryogenic systems in the world with a refrigeration capacity
of 65 kW equivalent at 4.5 Kelvin.

In cryogenic systems, various components (e.g. heat
exchangers, valves, turbines, compressors, etc.) are em-
ployed, and the associated controllers are required. To
facilitate the control design, several dynamic simulators
have been developed, e.g. C-PREST for LHD [5], PROCOS
for LHC [6], [7]. Based on dynamic simulators, some
advanced control methods have also been presented, for
example, internal model control (IMC) [8], nonlinear model
predictive control (MPC) [9] and other methods [10], [11].
In these schemes, the discharge pressure of the compressor
station (CS) is regulated to guarantee the stable system
operation. In [8] and [10], system identification method is
also utilized. However, the modeling uncertainties are not
explicitly considered in the control design and the potential
control valve saturation is not studied.

To address the aforementioned issues, this paper pro-
poses an alternative system identification and advanced
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control design method. A helium liquefier simulation model
originally designed in [12] is employed as the plant to
be controlled. However, to facilitate the control design,
modifications on the CS control configuration have been
done (will be explained in Section II). Moreover, to study
the dynamic response of the liquefier, time-varying heat
loads are applied in the reservoir. The major focus of this
study is to regulate the discharge pressure of CS under
dynamic heat loads to sustain the system stability.

The frequency-domain system identification is conducted
to obtain the mathematical models, which are supposed to
cover system dynamics in a wide frequency band com-
pared to those models from the time-domain identification.
Then a H∞ robust controller [13], [14] is designed to
accommodate the modeling uncertainties. Moreover, to
recover the control performance in the presence of the
control valve saturation, a robust disturbance rejection anti-
windup framework (DRAW) recently developed in [15] is
employed. The salient feature is that the modeling uncer-
tainties and the disturbance rejection can be incorporated
into the AW compensator design and synthesis. Simulation
results in a commercial software, EcosimPro [16], are
provided to illustrate the performance improvement over
alternative approaches. Hence the main contribution of
this paper is to provide a systematic robust anti-windup
control design procedure for CS pressure regulation of
He liquifier with dynamic heat loads, based on frequency
system identification and advanced control strategies.

II. HELIUM LIQUIFIER

Commercial modeling and simulation software, Ecosim-
Pro [16], has recently been used for cryogenic simulations.
With this software, a cyo-library has been developed by
researchers [6], [7], [8] at the European Organization for
Nuclear Research (CERN). In this library, various cryo-
genic component models are constructed based on the mass
flowrate and energy balance and the helium properties are
obtained from the helium library HEPAK [17].

A. Helium liquefier model

A helium liquefier designed by CERN [12] is adopted
in this study. The liquefier consists of a warm compressor
station (CS) and a cold-box (CB) including two expansion
turbines (TU), four heat exchangers (HX), a LHe reservoir
and connecting pipes and valves. The overall process and
instrument diagram (P &ID) is depicted in Fig.1. The CS
model and CB model and their associated control structure
simulated in EcosimPro are shown in Fig.2 and Fig.3. The
entire model contains 1799 differential and algebraic equa-
tions (DAEs) with 157 derivatives, 21 boundary variables
and 10 control loops.
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Fig. 1. P&ID of cryogenic system.

Fig. 2. Compressor station model.

The compressor station compresses helium from 0.1
MPa to 1.3 MPa providing mass flowrate 100 g/s. The
discharge pressure or high pressure (HP) is regulated by
two antagonist valves: the discharge valve (CV180) that
removes the high pressure He into the buffer and a charge
valve (CV189) that charges the low pressure from the
buffer. It should be pointed out that in the original model
proposed in [12], two separated PI controllers with differ-
ent setpoints are utilized for valves CV180 and CV189.
However, in this study the control configuration of CV180
and CV189 is modified to reduce the complexity of control
design and to improve the performance. As shown in the
left top of Fig.1, the HP is regulated by controlling a
split-range valve with a deadband between MV=45%-55%,
where the deadband takes the controller output as the input
and the corresponding stem positions of the discharge valve
CV180 and charge valve CV189 as the outputs. In this case,
only one controller (i.e. HP Control in Fig.2) is required
for operating the valves CV180 and CV189 simultaneously.
Moreover, the low pressure (LP) is regulated by a bypass
valve CV100 connecting HP and LP.

In the cold-box (Fig.3), the inlet valves of turbines (TU1,
TU2) are controlled based on their input pressures and
the output temperatures. The Joule-Thomson (J-T) valve is
controlled taking the inlet pressure as the control variable.
The LHe level in the reservoir is regulated by means of an
embedded electrical heater with a PI control.

B. Control problem formulation

To simulate the dynamic response of the liquifier (as
shown in Fig.1), the time-varying heat loads are directly
applied in the reservoir [10]. In this case, the pressure

Fig. 3. Cold-box model.

fluctuations caused by the LHe evaporation (due to the
heat loads) may deteriorate the system stability or even
trigger instability (e.g. turbine trips) in the worst case. To
sustain system stability and the LHe product, as explained
in [11], several conditions should be guaranteed: 1) the
HP and LP need to be regulated at the a prior designed
constants (or within fixed intervals) to ensure the reliability
of compressor; 2) the LHe level in the reservoir has to stay
within an acceptable level to avoid drying or overflow.

To fulfil the requirement 1), we propose an alternative
control design strategy for the liquifier (Fig.1) to regulate
the HP of CS under dynamic heat loads. In particular, the
control valve saturation is considered via an anit-windup
(AW) compensator. Other control loops in the cold box are
operated with PI controls guaranteeing also condition 2).

III. PLANT MODEL IDENTIFICATION

As shown in Fig.1, the HP regulation can be achieved
by controlling the sliding valve (CV180/CV189). The heat
load applied in the LHe reservoir is taken as the disturbance
d(t), the HP of CS is taken as the output y(t), and the
position of sliding valve (CV180/CV189) is taken as the
input u(t) which is constrained within [0,100] (i.e. valves
should be opened between 0% - 100%). Then the overall
system dynamics can be described as

Y (s) = Gu(s)U(s)+Gd(s)D(s) (1)

where Y (s),U(s) and D(s) are the Laplace transform of
y(t),u(t) and d(t), respectively. The transfer function Gu
denotes the dynamics from the control input u to output
y and Gd denotes the dynamics from the disturbance d to
output y.

Note there are some nonlinearities (e.g. deadband) in
the system (Fig.1). For ease of system identification and
control design, linear transfer function (1) is used to
represent the main system dynamics and the modeling
uncertainties will be considered in the control design in
terms of robust control scheme. To obtain models Gu(s)
and Gd(s) under wide operation conditions, a frequency
identification method based on the correction analysis [18]
is adopted. The identification procedure is briefly summa-
rized as follows:
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Fig. 4. Process model Gu(s) (2) validation.

1) Apply sinusoidal signals u(t) = a1 +b1sin(ωt) as the
system input and/or d(t) = a2 + b2sin(ωt) as the distur-
bance with ai > 0,bi > 0, and then record the output y(t);

2) Conduct the correlation analysis for data set
(u(t),y(t)), t ∈ [0,T ] to deduce the auto-correlation func-
tions Ru(ω), Rd(ω), Ry(ω) and cross-correlation functions
Ruy(ω), Rdy(ω). Then calculate the magnitude Hu(ω),
Hd(ω) and phase φu(ω), φd(ω) corresponding to frequency
ω by using Ru(ω), Rd(ω), Ry(ω) and Ruy(ω), Rdy(ω).

3) Change the frequency ω , and repeat calculations 2)
for a number of frequencies in the studied frequency band.

4) Plot the magnitude and phase responses
φi(ω),Hi(ω), i = u,d versus frequency ω .

5) Derive the mathematical models from the plotted
Bode diagrams via the curve fitting method.

In this study, the signal u(t) = 51 + 10sin(ωt) with
ω=0.0005∼0.8 rad/s is used as the input and d(t) = 200+
80sin(ωt) Watt with ω=0.0001∼0.3 rad/s is employed as
the disturbance. 45 group of data sets for (u(t),y(t)) and
37 group of data sets for (d(t),y(t)) are recorded. Then
following the above identification steps, we can derive the
process model as

Gu(s) = Ku
(s2 +2ξ1ωn1s+ω2

n1)
s(s2 +2ξ2ωn2s+ω2

n2)
(2)

with ξ1 = 0.2, ωn1 = 0.002, ξ2 = 0.4, ωn2 = 0.0027, Ku =
4.5×10−4, and the disturbance model as

Gd(s) = Kd
s(1+ 1

T1s )(1+ 1
T2s )

(s2 +2ξ ωns+ω2
n )(1+ 1

1+T3s )
(3)

with Kd = 1.995× 10−5, T1 = 0.0008 ,T2 = 0.05, T3 =
0.007, ξ = 0.6, ωn = 0.003.

For comparison, Fig.4 and Fig.5 provide the magnitude
responses versus frequency of process model (2) and dis-
turbance model (3). It is shown that the derived models
can capture main dynamics of the liquifier among the
studied frequency band, which illustrates the validity of
the proposed identification results.

IV. H∞ CONTROL AND ANTI-WINDUP COMPENSATION

In practice, there are usually unavoidable modeling un-
certainties based on process model (2) and disturbance
model (3) (as shown in Fig. 4 and Fig. 5). To accommodate
unmodeled dynamics, H∞ synthesis method [13], [14] is
used to design a 2-degree-of-freedom (DOF) controller
K(s). Moreover, since the sliding valve (CV180/CV189)
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Fig. 5. Disturbance model Gd(s) (3) validation.
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Fig. 6. Block diagram of the H∞ control for liquifier

can only be opened between 0-100%, an anti-windup
compensator [15] is further incorporated to compensate for
the valve saturation.

A. H∞ controller design

The scheme for H∞ controller design of the liquifier
is illustrated in Fig. 6. In this case, the plant model is
supposed to be an input-multiplicative uncertainty model

G̃u(s) = Gu(s)(1+Wm(s)∆(s)), (4)

where the uncertainty ‖∆(s)‖∞ ≤ 1 and Wm(s) is a weight-
ing function. This uncertainty represents unmodeled dy-
namics from the control input to output (e.g. difference
between the blue line and red line in Fig. 4). The uncer-
tainties from the disturbance to output is not considered
in H∞ controller design, since this uncertainty does not
influence the robust stability of the feedback control sys-
tem. A 2-DOF controller K(s) = [Kd(s),Ke(s)] is designed,
where Kd(s) is the feedforward controller and Ke(s) is the
feedback controller. The controller K(s) aims to minimize
the mapping from w = [d,r]T to z = [ze,zu], represented by
Tzw. In Fig. 6, the following relations hold

y = Guq+GdWdd +Guu,

u = Kdd +Kee, e = Wrr− y,

ze = Wee, zu = Wuu,

p = Wmu, q = ∆p.

From the above relations, we can derive the following
equation for H∞ control synthesis




p
ze
zu
d
e


 =




0 0 0 Wm
−WeGu −WeGdWd WeWr −WeGu

0 0 0 Wu
0 Wd 0 0

−Gu −GdWd Wr −Gu







q
d
r
u




(5)
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Here the uncertainty weighting function is chosen as
Wm = 2s+0.05

s+1 , which represents an increase of unmodelled
uncertainties from 5% at low frequency to 200% above
1 rad/s. The tracking performance weighting function is
We = 0.25(s+0.4)

s+2×10−5 . The input weighting function is Wu =
20(s+0.025)

s+1 ; the magnitude of the weight increases above
0.025 rad/s to limit the closed-loop bandwidth. Those
weighting functions should be chosen as a tradeoff between
the tracking performance and input magnitude. The dis-
turbance weighting function is chosen as Wd = s+1

s+0.005 to
describe the high amplitude of the disturbance below 0.005
rad/s. The reference weighting function is Wr = 1. Using
these weighting functions, an H∞ controller is synthesized
using the commercial routine hinfsyn in robust control
toolbox of MATLABr.
B. Anti-windup (AW) compensator design

In order to recover the performance during the control
valve saturation (due to the valve hardware constraints), a
separate AW compensator is needed [19], [20]. The AW
compensator only provides compensation for the control
signal when saturation occurs. In this paper, the AW
approach recently proposed in [15] is adopted, which
can explicitly incorporate the plant uncertainties and dis-
turbance rejection into synthesis, and thus can make a
tradeoff between the robustness and performance. The AW
approach proposed in [15] is based on the framework
shown in Fig. 7. It is assumed that the model has an additive
uncertainty ∆a which is related to (4) by

Wa = GuWm (6)

The plant is G = [Gd ,Gu +Wa∆] and the controller K is
the H∞ controller designed in the last section. Suppose the
right co-prime factorization of Gu(s) is N(s)M−1(s), then
the AW compensator takes the form of

[
M(s)E− I

N(s)

]
∼




Ap +BpF BpE
F E− I

Cp +DpF DpE


 (7)

Here Gu ∼ (Ap,Bp,Cp,Dp) with Ap ∈ Rnp×np . F ∈ R1×np

and E ∈ R are the variables to be designed by the AW
synthesis approach. The input of the AW compensator is
the difference between the input and output signals of the
saturation operator, and the AW compensator provides two
compensation signals, which are added to the input and
output signals of the feedback controller. The essential
concept of this AW approach to minimize the L2 gain of

1
γd

∥∥∥∥∥
W

1
2

y yd

W
1
2

r u

∥∥∥∥∥

2

− γd‖d‖2 ≤ 0 (8)

while incorporating the saturation nonlinearity into syn-
thesis. In (8), the L2 gains of the mapping from the
disturbance d to yd and the mapping from d to u should
be minimized simultaneously. The mapping from d to yd
reflects the performance: a smaller yd can bring a better
performance; the mapping from d to u reflects the robust-
ness: a smaller u leads to a larger margin for robustness. Wy
and Wr are weighting matrices, which are positive diagonal
and used to tradeoff the gains of the two mappings.
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Fig. 7. Anti-windup framework with additive uncertainty

For completeness, the main steps for this AW compen-
sation synthesis procedure is presented (see [15] for more
theoretical background and [21] for a real application case.)
1) Compute a disturbance filter

Pd := (I−KyGu)−1([Kd ,wd ]+Ke[Gd ,0])

whose state space realization is (Ad ,Bd ,Cd ,Dd) with
Ad ∈ Rnd×nd .

2) Given the matrix variable P = PT > 0, solve γ∗d :=
minγd > 0 subject to LMI-1 in (9) and LMI-2 in (10)
to yield P∗ and γ∗d .

LMI−1 :
[

PAo +AT
o P+PWA +W T

A P WC +PWB
W T

C +W T
B P WD

]
< 0 (9)

with

Ao =
[

Ap 0
0 Ad

]
WA =

[
0 BpCd
0 0

]

WB =
[

BpDd 0 −Bp
Bd 0 0

]
WC =

[
0 CT

p 0
0 CT

d̃ DT
p 0

]

WD =



−γdInw DT

d DT
p 0

DpDd −γdInyW
−1
y −Dp

0 −DT
p −Γ




and

LMI−2 :




AT
d P22 +P22Ad P22Bd CT

d
BT

d P22 −γdInw DT
d

Cd Dd −γdW−1
r


 < 0

(10)
Here the variables are the scalar γd > 0, diagonal matrix
Γ = diag(γ1, . . . ,γnu) > 0, and P is a symmetric positive
definite matrix with a structure

P :=
[

P11 P12
PT

12 P22

]
∈ Rnp+nd (11)

3) Substituting P∗ and γ∗d with some chosen diagonal
positive definite W , solve the LMI:

Ψ+HT ΛG+GT ΛT H < 0 (12)

for Λ, with Λ :=
[
F E

]
and

Ψ =




AT
o P+PAo PBo +CT

doW̃ CT
po

BT
o P+W̃Cdo W̃Ddo +DT

doW̃ − γd Ĩnw 0
Cpo 0 −γdIny


,

H =
[

BT
p 0 −1 0 DT

p
]
diag(P,W̃ , I),

G =
[

Inp 0 0 0np×1 0
0 0 1 0 0

]
,

where W̃ =
[
W 0
0 1

]
, and

Bo =
[

0np×1 0np×1
0nd×1 Bd

]
Cdo =

[
01×np Cd
01×np 0

]

Ddo =
[

0 Dd
0 0

]
Cpo =

[
Cp 0

]
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Fig. 8. HP regulation steady-sate performance.
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Fig. 9. HP regulation transient performance.

Note that the possible algebraic loop issue (in case E 6= 1)
can be resolved using the idea as in [15].

V. SIMULATION AND DISCUSSION

A. Simulation in EcosimPro

To verify the proposed control method, real-time simu-
lation results in the software EcosimPro are given. Several
cases are simulated:
• Time-varying disturbance: The simulation is

first conducted with a time-varying heat load d(t) =
80sin(0.005t)+ 200 applied in the reservoir. Several con-
trol methods, PI control (PI), feedforward control (FF),
internal model control (IMC) and the proposed H∞ control,
are tested. Comparative simulation results are provided in
Fig.8 and Fig.9. It is shown that the IMC can achieve best
steady-state performance (i.e. smallest regulation error) and
transient performance (i.e. fastest convergence speed). It is
reasonable since the plant model and its inverse model are
all directly utilized in the control implementation. Among
other approaches, the H∞ control gives smaller transient
overshoot as well as the steady-state regulation error. The
PI control has similar transient to FF control but gives
larger steady-state error.
• Turbine trip: To evaluate the compensation for

the windup effect, simulations are also performed with
a turbine trip between 550-650Sec as [8]. Comparative
regulation results are depicted in Fig.10, for which the
IMC controller allows disturbances rejection with a faster
recovery speed. However, the IMC imposes aggressive
control behavior, i.e. with valve stem position fluctuations,
which is shown in Fig.11. On the other hand, the proposed
H∞ control with AW gives smaller overshoot and steady-
state regulation error and smoother transient performance
compared to FF and PI. For more details, the corresponding
controller outputs are also given in Fig.12, which shows
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Fig. 10. HP regulation performance with a turbine trip.
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Fig. 11. Sliding valve position with a turbine trip.

that the proposed H∞ control with the AW compensation
almost avoids the saturation issue, i.e. the control output is
within [0,100].

B. Discussion

From above simulations, it can be seen that the PI, FF,
IMC and the proposed H∞ control with AW have their own
characteristics:

PI control: It has a simple control structure for im-
plementation, and no plant model is used. Although the
disturbance rejection can be improved with high gains, the
oscillated transient is obtained or even the stability may be
lost in the worst case. Moreover, the integral windup will
degrade the control performance in the presence of control
constraints.

FF control: The disturbance model and the plant model
inverse are superimposed in the feedback control as an
extra compensation for the disturbance. Consequently, the
improved steady-state regulation can be expected. The
problem is that the disturbances are assumed to be precisely
measurable, and the plant models are assumed to be exactly
known. Moreover, the robustness to modeling uncertainties
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Fig. 12. Control output with a turbine trip.
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are not considered.
IMC control: The plant model and its inverse are

employed. Note in this paper the inverse model with
a low pass filter is used as the feedback control, such
that the disturbance rejection is guaranteed without any
information on the disturbance measurement and its model.
The robustness can be theoretically studied. Best output
regulation performance has been achieved among the tested
controllers. The complexity of the control design and
implementation is moderate. However, the utilization of
the model inverse as the feedback control action may
introduce high gain and thus cause unexpected fluctuations
and oscillation in the control actions (see Fig.11). This may
be further remedied by redesigning the feedback control.

H∞ control with AW: The modeling uncertainties can
be explicitly considered in the H∞ control synthesis, and
2-DOF feedback control also allows for the disturbance
rejection with guaranteed robustness and performance. The
valve control saturation is specifically compensated, which
can further improve the transient performance when satu-
ration occurs. However, a control with relatively high order
may be derived following this synthesis, and the subsequent
order reduction is necessary in the practical applications.

VI. CONCLUSIONS

System identification and advanced robust control is
studied for a helium liquifier to regulate the discharge
pressure of compressor station. Time-varying heat loads
are applied in the reservoir to simulate dynamic responses.
An anti-windup framework is adopted to compensate for
the control valve saturation.

Comparative simulations conducted in the software
EcosimPro reveal that the proposed robust AW control
scheme works well in the presence of control valve sat-
uration. It gives designers more freedom to tradeoff the
robustness and performance (i.e. the modeling uncertainties
and disturbance rejection are explicitly considered in the
control synthesis). However, the control order reduction
needs to be studied before applying this control scheme
to actual system. On the other hand, among the tested
controllers (PI, FF, IMC and H∞), IMC can achieve good
regulation and disturbance rejection performance in terms
of transient and steady-state. Nevertheless, the possible
high gain control due to the model inverse may trigger the
valve saturation and thus result in aggressive control ac-
tions, which may be overcome by redesigning the feedback
control part. Moreover, the frequency-domain identification
approach provides fairly precise models that cover system
dynamics among a wide frequency band.
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