Application of Plantwide Control to the HDA
Process. Il - Regulatory Control

Antonio C. B. de Aréjo, Eduardo S. Hori and Sigurd Skogestad

Department of Chemical Engineering,
Norwegian University of Science and Technology (NTNU),
Trondheim, Norway

January 1, 2007

Abstract

This paper describes the design of a control structure fargelscale
process, the HDA plant. A steady-state “top-down” analgsid optimiza-
tion of the processwas used to select 16 sets of candidate “self-optimizing”
primary (economic) variables. In this paper, we focus onrdmaining
“bottom-up” steps dealing with selecting where in the pldogt production
rate should be set; design of the regulatory control layesjgh of the con-
figuration of the supervisory control layer; and nonlinegnaimic simula-
tions to validate the proposed control structure. Emphiasggven to the
systematic design of the regulatory control layer whichstitutes the back-
bone for the optimal operation in the higher layers. In otdezarry out the
analysis, steady-state and dynamic models are necesshAspan Plu§"
and Aspen Dynamids” are used extensively. The final control structure is
robust and yields good dynamic performance.
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1 Introduction

In a previous papérthe top-down part of the plantwide design procedure of Sko-
gestad was applied to the HDA process. The result was ten candiddseos
self-optimizing primary controlled variableg;{j. The present paper deals with
the bottom-up part, where the following steps are consaiésee Table 1):

- Step 4: Selection of the production rate manipulator.

- Step 5: Structure of the regulatory control layer, inchgiselection of sec-
ondary controlled variablegy).

- Step 6: Structure of the supervisory control layer.
- Step 7: Decision on use and possibly structure of optinamdayer (RTO).

- Step 8: Validation of the proposed control structure.

One of the main issues in the design of the regulatory colayer is to ensure
“stable” and smooth operation. By “stable” we mean not ohky inathematical
stabilization of unstable modes (e.qg., related to contfdewel loops) but also
that the regulatory layer should prevent the plant frontidigftoo far away from
its nominal operating point and that it should be designeuth $hat the supervi-
sory layer (or the operators) can handle the effect of distoces on the primary
outputs {; = c).

We base the design of the regulatory control layer on stasate-as well as
dynamic considerations and use more detailed measuresdhraging control-
lability of the linearized model of the process such as thsterce of right half
plane transmission zeros (RHP zeros) and relative gaig @RGA).

In step 6, we choose a decentralized supervisory contref ldgsign since,
as seen later, this layer appears to be non-interacting landsaitable for the
HDA process where the active constraints remain constaspideof the set of
disturbances consideréd

The resulting control structure of the HDA plant is theneeldby conducting
nonlinear dynamic simulation in Aspen Dynaniésfor various disturbances in
order to evaluate the final performance.

Previous work on the regulatory control structure for theAdprocess in-
cludes Luybed, the original work by Brognauk and more recently Qiu and
Krishnaswamy and Kondaet al.®. However, to the authors’ knowledge, no sys-
tematic design procedure has been applied to this procéisaamn.

In this paper, we use a slightly modified version of the stestdye and dy-
namic models given in Luybérto design the entire control structure of the HDA
process. Luybenstructure is then compared with the one proposed in thisrpape
using our nominal optimal steady-state operating point.

2



2 Plantwide control structure design procedure

In practice, a control system is usually divided into sevéagers, separated
by time scale (see Figure 1). The layers are linked by thercled variables,
whereby the set points are computed by the upper layer angmented by the
lower layer.
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Figure 1: Typical control hierarchy in a chemical plant.

Control structure design is also known as plantwide cordral deals with
the structural decisions that must be made to design a d¢@tituature for, in our
case, a complete chemical plant. Table 1 summarizes theguoe of Skogestad
which has two main points:

|. Top-down analysisincluding definition of operational objectives, degrees
of freedom and selection of primary controlled variablg9 (steps 1-4 in
Table 1).

[I. Bottom-up designf the control system, starting with the stabilizing cohtro
layer (steps 5-8 in Table 1).



Table 1: Plantwide control structure design procedure.

Step

(I) Top-down analysis

1. Definition of operational objectives:

Identify operational constraints, and preferably idgntifscalar cost functiod to be minimized.
2. Manipulated variables. and degrees of freedom:

Identify dynamic and steady-state degrees of freedom (DOF)

3. Primary controlled variables:

Which (primary) variableg; = ¢ should we control?

- Control active constraints.

- Remaining DOFs: control variables for which constant sg@hfs give small (economic) loss when
disturbances occur (self-optimizing control).

4. Production rate:

Where should the production rate be set? This is a very irapbchoice as it determines the structure of remaining
inventory control system.

(I1) Bottom-up design (with given primary controlledand manipulated: variables)

5. Regulatory control layer:

Purpose “Stabilize” the plant using low-complexity controllersifigle-loop PID controllers) such that a) the
plant does not drift too far away from its nominal operatiranp and b) the supervisory layer (or the operators)
can handle the effect of disturbances on the primary oufguts= c).

Main structural issue

- Selection of secondary controlled variables (measuré&shep.
- Pairing of thesej> with manipulated variables,.

6. Supervisory control layer:

Purpose Keep (primary) controlled outputg, = c at optimal set points;, using as degrees of freedom (inputs)
the set pointg2_ s, for the regulatory layer and any unused manipulated vargabi.

Main structural issue

- Decentralized (single-loop) control: a) May use simpl@PPID controllers; b) Structural issue: choose
input-output pairing.

- Multivariable control (usually with explicit handling afonstraints (MPC)). Structural issue: Size of
each multivariable application.

7. Optimization layer:

Purpose Identify active constraints and compute optimal set gogtfor controlled variables.
Main structural issueDo we need real-time optimization (RTO)?

8. Validation:

Nonlinear dynamic simulation of the plant.

Steps 1-3 are thoroughly discussed in Araefjal.! and applied to the primary
variable selection of the HDA process.

2.1 Production rate manipulator

The decision on where to place the production rate manipuisiclosely related
to where in the process there are bottlenecks that limit tive &f mass and en-
ergy. In addition, the decision directly affects the wayentory (liquid or gas) in



individual units are controlled since a self-consistemeirtory control requires
(see Figure 2):

- Use outflow for inventory control downstream of the locatiwhere the
production rate is set, and

- Use inflow for inventory control upstream of this location.

Figure 2. General representation of inventory control jwatoduction rate set
inside the plant).

We distinguish between two main modes of operation:

- Mode I: Given throughput. This mode of operation occurs when (a) the
feed rate is given (or limited) or (b) the production rateiigeg (or limited,
e.g. by market conditions).

- Mode II: Maximum throughput . This mode of operation occurs when the
product prices and market conditions are such that it isyogdtio maximize
throughput.

The production rate is commonly assumed to be set at thetmkbe plant,
with outflows used for level control. This is reasonable faydé | with given feed
rate. However, during operation the feed rate is usuallygreeof freedom and
very often the economic conditions are such that it is optimanaximize pro-
duction (Mode Il). As feed rate is increased, one eventuaiiches a constraint
(a bottleneck) where further increase is not feasible. Teimiae production, we
must have maximum flow through the bottleneck unit at all #mEhis gives the
following rule for Mode II: Determine the main bottleneck in the plant by identify-
ing the maximum achievable feed rate for various disturlkeando maximize the
flow through the bottleneck, the production rate shouldgradfly be set at this
location To avoid reconfiguration, the same production rate maatpulshould
be used also in Mode I.

However, one should be careful when applying this rule.tFather consider-
ations may be important, such as the control of the individads (e.g. distilla-
tion column) which may be affected by whether inflow or outfiswsed for level
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controP. Second, stabilization of the unit may require the “actiusé of some
flow variable, and thus prevent one from maximizing the flovihat bottleneck
(this turns out to be the case for the HDA plant). Third, th&lboneck may move
depending on the disturbances. In any case, the contra@mgsthould be such
that close to optimal operation (that is, close to maximumtiéoeck flow) can be
achieved.

2.2 Regulatory control layer

We define the regulatory control system as the layer in thealkdmerarchy which
has operation as its main purpose, and which normally acasithe control loops
that must be in service in order for the supervisory layeefafors) to be able
to operate the plant in an efficient manner. The main objeativthis layer is
generally to facilitate smooth operation and not to optembjectives related to
profit, which is done at higher layers. Usually, this is a adcdized control sys-
tem which keeps a set of measuremeptat given set points. This is a cascaded
control system where the values of these set points arendiek by the higher
layers in the control hierarchy (see Figure 1). In additibrs layer should allow
for “fast” control, such that acceptable control is achttusing “slow” control in
the layer above. Also, it should avoid “drift” so the systetiays within its linear
region which allows the use of linear controll&ts

2.2.1 Selection of measurementg and pairing with inputs wu,

Typically, the variableg, to be controlled in this layer are pressures, levels, and
selected temperatures. A major structural issue in thegdes the regulatory
control layer is the selection of controlled variablgsand corresponding manip-
ulationsu,. The following guidelines may be useful:

Selection of secondary measuremeptfor regulatory control:

1. y, should be easy to measure.

2. Avoid “unreliable” measurements because the regulatonyrol layer should
not fail.

3. y» should have good controllability, that is favorable dynesrfor control:
avoid variableg), with large (effective) delay.

4. y, should be located “close” to the manipulated variabjgas a conse-
guence of rule 3, because for good controllability we warnhalkeffective
delay).

5. The (scaled) gain from, to y, should be large.
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Note: Items 2 and 3 normally exclude compositions as secgrudatrolled vari-
ablesys.
Selection of input:, (to be paired withy,):

6. Selectu; so that controllability fony, is good, that is:; has a “large” and
“direct” effect ony,. Here “large” means that the gain is large, and “direct”
means good dynamics with no inverse response and a smalietfelelay.

7. Avoid using variables, that may saturate.

8. Avoid variablesu; where (frequent) changes are undesirable, for example,
because they disturb other parts of the process.

2.2.2 Indirect control of primary variables - possible intermediate layer

Often, the self-optimizing controlled variablegs (both the ones related to active
constraints and the unconstrained degrees of freedomparneasitions which are
often unreliable and delayed. Therefore, in addition tadgeilatory control layer,
we sometimes need to include an intermediate layer betvieesupervisory and
regulatory control layers for “indirect control” of the prary variableg,. This is
to ensure that the (near) optimal operation of the proces®edmaintained” in
case of failure of any of the primary (composition) loopsi1¢®i the time scale for
the composition control layer is long, the variablgdor this intermediate layer
can be selected using the “maximum (scaled) gain rule” basesteady-state
consideration¥. For simplicity, we want to avoid the intermediate layertise
preferred situation is that indirect composition contsobhchieved with constant
y2 andu, (whereu, are the remaining unused inputs after closing the reguylator
layer).

2.3 Supervisory control layer

The purpose of the supervisory control layer is to keep thiengry) controlled
outputsy; at their optimal set pointg,,, using as degrees of freedom the set points
Y1.sp OF Y2.5p IN the composition control or regulatory layer plus any wtima-
nipulated inputs. The main issue about this layer is to deor whether to use

a decentralized or a multivariable control configuratiag, PC. Decentralized
single-loop configuration is the simplest and it is preférfer non-interacting
process and cases where active constraints remain candtivantages with de-
centralized control are:

+ Tuning may be done on-line;

+ None or minimal model requirements;
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+ Easy to fix and change.
On the other hand, the disadvantages are:

- Need to determine pairing;
- Performance loss compared to multivariable control;

- Complicated logic required for reconfiguration when astienstraints move.

The decision on how to pair inputgs(s, andu;) and outputsgy, is often done
based on process insight. In more difficult cases a RGA-arsalgay be useful,
and the rule is pair such that the resulting transfer masrolase to identity ma-
trix at the crossover expected frequency, provided the etens not negative at
steady-stat®.

2.4 Optimization layer (RTO)

The purpose of the optimization is to identify the active stosints and recom-
pute optimal set pointg,;, for the controlled variables. The main structural issue
is to decide if it is necessary to use real-time optimiza{RnRO). Real-time opti-
mization is costly in the sense that it requires a detaileddt-state model to be
obtained and continuously updated. If the active condsaia not change and we
are able to find good self-optimizing controlled variablg®n RTO gives little
benefit and should not be used.

2.5 Validation

Finally, after having determined a plantwide control stuwe, it is recommended
to validate the structure, for example, using nonlinearaghyic simulation of the
plant.

3 Control structure design of the HDA process

3.1 HDA process description

In the HDA process, fresh toluene (pure) and hydrogaiio(hydrogen and%
methane) are mixed with recycled toluene and hydrogen (Eigu This reactant
mixture is first preheated in a feed-effluent heat excharfgfeHE) using the re-
actor effluent stream and then heated in a furnace beforg Bedrto an adiabatic
plug-flow reactor.



A main reaction and a side reaction take place in the reactor:

Toluene + Hy — Benzene + Methane (1)
2 Benzene = Diphenyl + H, (2)

The reactor effluent is quenched by a portion of the recygbarsdor liquid
flow to prevent coking, and further cooled in the FEHE and epbkfore being
fed to the vapor-liquid separator. Part of flow from the coegsor discharge
containing unconverted hydrogen and methane is purgedtd agcumulation of
methane within the process while the remainder is recycéat bo the process.
The liquid from the separator is processed in the separagotion consisting of
three distillation columns. The stabilizer column remokrgdrogen and methane
as overhead (distillate) product, and the benzene coluvas give desired product
benzene as overhead. Finally, in the toluene column, telieseparated from
diphenyl and recycled back to the process.

The dynamic model of the HDA process used in this paper isdbas€how-
ever not the same as) Luyben’s motdeWe, in this paper, used essentially the
same parameters as in LuyBeng., numbers of stages in the distillation columns,
same PFR configuration, area for heat exchanger HX, pumgiatacteristics,
valve characteristics, and so on. The main difference eivlee two models is
in the steady-state operating point where ours is optimazedrding to our defini-
tion of optimal operation as given in Araug al.l, while in Luyber? the steady-
state is defined differently. A schematic flowsheet of the ekspynamic$™
model without the control loops is depicted in Figure 3. Thean table for
the nominally optimal operating point taken from Aragbal.! is shown in Ta-
ble 2. The entire set of files can be found in Sigurd Skogestadime page at
http://www.nt.ntnu.no/users/skoge/.

Note that the conversion of toluene of toluene in the reaistdrigh (about
95%). The result is that the liquid recycle is small and the reactcycle sec-
tion and the distillation section are almost decoupled feonoperational point of
view. The design of the control structure for each of the tectisns is therefore
performed separately.
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Table 2: Stream table for the nominally optimum operatinppfor the HDA process. See Figure 3 for the stream names.

Stream 2 7 8 9 12 13 14 15 17 18 19 20 21 22 23 26 27 28 29

Mole Flow [Ibmol/h]
Hydrogen 433.37 1.0841 1809.1 0 1519.4 1519.4 0 1.7618 0 .151741.9 0 0 0 0 0 1.0841 0.6777 0.6777
Methane 13.403 14.438 2910.1 0 3219 3219 0 23.464 0 3195.5.7298 0 0 0 0 0 14.438 9.0258 9.0258
Benzene 0 0.0016 45.023 276.36 498.76 498.76 276.33 449.1829 49.631 4.6405 276.33 0.0329 0 0.0329 0 276.36 172.72.717 O
Toluene 0 0 316.8 15.946 26.948 26.948 0.0831 25.914 15.86242 0.0967 0.0831 15.862 300 15.859 0.0038 15.946 9.968%689 0.0038
Diphenyl 0 0 0.0101 9.43 15.328 15.328 0 15.325 9.43 0.0030003 0 9.43 0 0.0073 9.4227 9.43 5.8951 5.8951 9.4227

Mole Fraction
Hydrogen 0.97 0.0698 0.3561 0 0.2878 0.2878 0 0.0034 0 0.3088186 0 0 0 0 0 0.0034 0.0034 0.0034
Methane 0.03 0.9301 0.5727 0 0.6097 0.6097 0 0.0455 0 0.67008 0 0 0 0 0 0.0455 0.0455 0.0455
Benzene 0 1E-04 0.0089 0.9159 0.0945 0.0945 0.9997 0.8710D1®. 0.0104 0.0104 0.9997 0.0013 0 0.0021 0 0.8711 0.8711710.8 O
Toluene 0 0 0.0623 0.0528 0.0051 0.0051 0.0003 0.0503 0.626B002 0.0002 0.0003 0.6263 1 0.9975 0.0004 0.0503 0.050308. 0.0004
Diphenyl 0 0 2E-06 0.0313 0.0029 0.0029 0 0.0297 0.3724 6E-BE-07 0 0.3724 0 0.0005 0.9996 0.0297 0.0297 0.0297 0.9996

Total Flow [Ibmol/h]
Total Flow [Ib/h]
Temperature®F]
Pressure [psi]
Vapor Fraction

446.77 15.524 5081.1 301.74 5279.27%5 276.41 515.6 25.325 4763.9 44542 276.41 25.325 300.8995 9.4264 317.26 198.33 198.33 9.4264
1081.2 233.3 82839 24475 98286 98286 641540155 2914.1 58131 5435.2 21561 2914.1 27600 1462.7 44524709 15447 15447 1451.4

100.11 -93.394 120.25 235.26 357.67 95 223.92 95.359 3324.82 124.89 224.02 325.6 100.27 289.14 566.56 95.359 95.85.578 565.56

555 50 530 31.714 477.4 477 80 530 84 555 555 580.75 5565 555 82 530 530 487.4

1 1 0.932 0.4557 1 0.9023 0 0 0 1 1 0 0.0337 0 0 0 0 00 0.005

Enthalpy [MBtu/h] -0.3551 -0.4846 -88.217 9.8177 -68.6190.323 7.2579 10.044 0.8809 -99.2 -9.2752 7.2579 0.880835B. 0.2276 0.7991 6.1802 3.8635 3.8635 0.7991
Stream 31 32 Bl B2 B3 D1 D2 D3 F1 FFH2 FFTOL GAS GREC LIQ PURGE RINROUT T1OTTOL TREC
Mole Flow [Ibmol/h]
Hydrogen 1519.4 1809.1 0 0 0 1.0841 0 0 1.0841 433.37 0 1517375.28 1.7618 1419 1809.1 1518.8 0 0
Methane 3219 2910.1 0.0003 0 0 14.438 0 0 14.438 13.403 0 B1PBO6.7 23.464 298.78 2910.1 3210 0 0
Benzene 498.76 45.023 276.36 0.0329 0 0.0016 276.33 0.0326.3@ 0 0 49.631 44.99 449.13 4.6405 45.023 325.99 0.032929.0
Toluene 26.948 316.8 15.946 15.862 0.0038 0 0.0831 15.859M485 O 300 1.0342 0.9375 25.914 0.0967 316.8 16.98 315.868545.
Diphenyl 15.328 0.0101 9.43 9.43  9.4227 0 0 0.0073 9.43 0 0 03100.0028 15.325 0.0003 0.0101 9.4331 0.0073 0.0073
Mole Fraction
Hydrogen 0.2878 0.3561 0 0 0 0.0698 0 0 0.0034 0.97 0 0.3186186.30.0034 0.3186 0.3561 0.2989 0 0
Methane 0.6097 0.5727 1E-06 0 0 0.9301 0 0 0.0455 0.03 0 0.6008708 0.0455 0.6708 0.5727 0.6317 0 0
Benzene 0.0945 0.0089 0.9159 0.0013 0 1E-04 0.9997 0.008/1D. O 0 0.0104 0.0104 0.8711 0.0104 0.0089 0.0642 0.0001020.0
Toluene 0.0051 0.0623 0.0528 0.6263 0.0004 0 0.0003 0.997308 0 1 0.0002 0.0002 0.0503 0.0002 0.0623 0.0033 0.999@078.
Diphenyl 0.0029 2E-06 0.0313 0.3724 0.9996 0 0 0.0005 0.02970 0 6E-07 6E-07 0.0297 6E-07 2E-06 0.0019 2E-05 0.0005

Total Flow [Ibmol/h]
Total Flow [lb/h]
Temperature®F]
Pressure [psi]
Vapor Fraction
Enthalpy [MBtu/h]

5279.5 5081.1 301.74 25325 9.426/6.5P4 276.41 15.899 317.26 446.77 300 4763.9 43185 515.65.4245081.1 5081.1 3159 15.899
08286 82839 24475 2914.1 14514 233.3 5611 1462.7 24709 1081.2 27600 58131 52695 40155 54352 8283B39 29063 1462.7
1150 1004.8 371.4 332.65 565.54 -83.814 223.52 283.619897. 100 100 94.979 124.89 94.979 123.85 1201.2 1277.2 11(@88.76
4874 510 154 34 32 150 30 30 160 605 605 476 55876 505 500 496 555 675
1 1 0 0 0 1 0 0 00203 1 0 1 1 0 1 1 1 0 0
-7.2542 -26.854 9.8177 0.8801 0.79814836 7.2521 0.2222 6.1802 -0.3551 1.8353 -100.36 -89.99M38 -9.2752 -11.118 -11.118 2.0629 0.2276




3.2 Selection of primary controlled variables (Mode I)

Araujoet al.! report that there arg) manipulated variables available for control,
of which have only a dynamic effect since there atejuid levels with no steady-
state effect that need to be controlled. This leavedegrees of freedom at steady-
state. Moreover in Mode | (with given feed ratgé;onstraints are optimally active
for all operating points (defined b2 different disturbances), namely:

1. Quencher outlet temperaturg,c, ... = 1150°F (upper bound).
2. Separator temperatufé., = 95°F (lower bound).

3. Fresh toluene feed ratg,; = 300Ibmol/h (upper bound).

4. Reactor inlet pressure.;,, = 500psi (upper bound).
5

. Hydrogen to aromatic ratio in reactor intei/, = 5 (lower bound).

In addition, for the distillation columns, it was decideddontrol composi-
tionst. However, for the overhead in the stabilizer this is not adyclaoice. The
small value ofz3)%,  used in Araujoet al." leads to cryogenic conditions which
is very costly. In practice, one would use cooling water oraaid maximize the
cooling to minimize the benzene loss. Therefore, in thisepaywe control the
condenser temperatug' at its lowest possible level7**® = 77°F. Note that
the flow rate of this distillate stream is very small so thigslaot change the eco-
nomics of the process. We then end up with the following ciletd variables:

6. Condenser temperature at stabilizer coluftitt® = 77°F (lower bound).

7. Methane mole fraction in stabilizer bottomg? , = 107° (“optimal”
value).

8. Benzene mole fraction in benzene column distiligts,,, = 0.9997 (lower
bound).

9. Benzene mole fraction in benzene column botteffis,, = 0.0013 (“opti-
mal” value).

10. Diphenyl mole fraction in toluene column distillatgdip = 0.0005 (“opti-
mal’ value).

11. Toluene mole fraction in toluene column bottonys,, = 0.0004 (“opti-
mal’ value).
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The “optimal” values for the distillation columns were falas a trade-off
between maximizing the recovery of valuable component aimthmzing energy
consumption.

As the benzene column distillate is essentially composedbdryzene and
toluene only, we control in practice the toluene mole fiattn the benzene col-
umn distillatez’s ,, instead ofrs ., because of measurement accuracy. We also
add that except for this active constraint (lower boundhttcontrol of the compo-
sitions is not important because the trade-off makes tHenot flat'. In practice,
temperature control will therefore be acceptable for tiieoproducts.

The remaining number of unconstrained steady-state degfdecedom i
(13 — 11 = 2). The10 best sets of self-optimizing control variables with the
minimum loss are given in Table!3 Note that all the best candidates involve
compositions and that they all involve controlling inertine reactor inlet (mixer
T2 outlet). The approach is to select the set with the beatigtstate cost (here
Set 1), unless there turns out to be other factors relatethpdeimentation that
clashes this choice.

3.3 Maximum throughput (Mode II)

As mentioned, we consider two modes of operation:

- Mode I: Given feed rate (F}.;). The optimal operation for this case is
described in Arauj@t al.! and the main results were given in the previous
Section.

- Mode II: Maximum throughput. With the given prices, itis optimal, from
an economic point of view, to increase the production f&tg as much
as possible because the prices are such that the pgraifitreases almost
linearly with F,.,. However, as discussed in detail below, other process
constraints result in bottlenecks that prevent increasjpgabove a certain
maximum.

In addition to the process constraints already consideyedrhuijo et al.!,
we also introduce maximum capacities for the compressorep@20% com-
pared to nominal), furnace heat dutyq0%), and distillation columns heat duties
(+50%). To find the maximum throughput (Mode Il) we use the avadalbhaxi-
mum) toluene feed rate as a degree of freedom and reoptinezarocess (using
the profitJ from Mode 1). The results are summarized in Table 4 and thétpfo
as a function oft},; is shown graphically in Figure 4.

Note that the five active constraints for the nominal caBgckchers Lseps
Prcactor, @andr Hy) were found to be also active when increasing.
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Table 3: Candidate sets of controlled variables with snoalés (Mode 1).

Set  Variables Average los§)
[k$/year]

I Mixer outlet inert (methane) mole fraction,{;, )

Quencher outlet toluene mole fraction, ., +.) 15.39
1 Mixer outlet inert (methane) mole fraction,(;; me:)

Toluene conversion at reactor outlet,(; ;o) 26.55
" Mixer outlet inert (methane) mole fraction:{,;, me:)

Separator liquid benzene mole fraction;iq sen) 31.39
IV Mixer outlet inert (methane) mole fraction,(;; met)

Separator liquid toluene mole fractiofn,iq t01) 40.40
\Y Mixer outlet inert (methane) mole fraction,{;, )

Separator overhead vapor benzene mole fractiQn.(, sen) 51.75
VI Mixer outlet inert (methane) mole fraction ;. .t)

Gas recycle benzene mole fractian s ec,pen) 58.18
VIl Mixer outlet inert (methane) mole fraction:f,;,. met)

Quencher outlet benzene mole fractiaf,,, pen) 63.46
VIl Mixer outlet inert (methane) mole fraction:f,;, m.t)

Separator liquid diphenyl mole fractiony,iq. 4ip) 66.97
IX Mixer outlet inert (methane) mole fraction ;. .t)

Mixer outlet benzene mole fraction,(; pen) 72.59
X Mixer outlet inert (methane) mole fractiom, ;. ;)

Quencher outlet diphenyl mole fraction(.,, 4ip) 77.54

(*) The average loss is calculated with each variable in theegstat its nominal optimal
set point and taking into account also its implementatioarer
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Table 4: Re-optimizing with variable toluene feed réaig.

Variable Nominal Maximum Reached A, Comments
(Iomol/h)

Compressor power (hp) 454.39 545.27 (%20 380 (+27%)

Furnace heat duty (MBtu) 16.26 24.39 (Y50 393 (+31%)* Bottleneck

Cooler heat duty (MBtu) 21.57 32.36(+80 410 (+37%)'?  Bottleneck

Reactor outlet temperature 1277 1300 420 (+48)"23  Bottleneck?

(°F)

Distillation heat duties (+58) Up to 450 (+50¢) Max. not reachet

1 With compression power at maximum.

2 Disregarding maximum furnace heat duty.

3 Disregarding maximum cooler heat duty.

4 The constraints on the heat duties of the distillation calsifreboiler and condenser)
were not reached faF;,; up to 450 Ibmol/h.

From Table 4, we see that the optimal compressor power Bitsiaximum
constraint (+2%) when the feed rate is increased by/27This does not consti-
tute a bottleneck for the process as the toluene feed ratbecéurther increased
by increasing the reactor temperature to counteract fotabe in toluene con-
version (reduced gas recycle flow rate) caused by the camstria compression
power. However, as the toluene feed rate is further incceitsen 27% to 31%,
the maximum constraint on the furnace heat dty, is reached. This is the real
bottleneck as a further increasehh, with Q) ¢, at its maximum, causes infeasi-
ble operation. This may be explained because an increasedrate with a fixed
furnace heat duty results in a decrease in the reactor tatopey reducing con-
version of toluene, which leads to a build-up of toluene. réhs a possibility of
counteracting the reduced overall conversion in the re&gtasing the remaining
unconstrained degree of freedom or “backing off” from on¢haf economically
optimum constraints. However, since maximum conversi@iready favored by
the economics (and the system is already optimal), noneesktloptions can be
used. Therefore, the reactor-recycle system becomeslar®ik when the con-
straint on the furnace heat duty is reached. If the maximumeite heat duty was
higher, then other potential bottlenecks would be coolat Haty or reactor outlet
temperature, which according to Table 4 are reached at aiptiod increase of
37% and 404, respectively.
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However, the focus here is on the case where the furnace heaisdthe
bottleneck. For optimum operation, we must then h@vye, = Q furmae fOr
optimal operation and production rate should be set at dlestion.
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Figure 4. Optimization of the HDA process with variable the feed rate. The
compressor power reaches its maximuntgt = 380 Ibmol/h and the furnace
heat duty becomes a bottleneckray;, = 393 lbmol/h.

We are then left with one unconstrained degree of freedomnanohust find
a self-optimizing controlled variable for it. With givendd rate (Mode 1), we
found that mixer outlet inert (methane) mole fractiop;, ,..; is present in all
candidate sets (see Table 3) and in order to minimize reamatign of loops
when switching from one mode of operation to another (fromd®lbto Mode
[l and converse), it would be desirable to selegt. ... as the self-optimizing
controlled variable. Fortunately, the loss by keeping, ... at its nominally
optimal set point in Mode Il is acceptable as shown in Tabl&lkus, we decide
to selectr,,;,.m.: as the unconstrained “self-optimizing” controlled vatesalso
in Mode I1.

3.4 Selection of throughput manipulator

In Mode II, the bottleneck is the furnace heat duty, and ogliyrthe production
rate should be set here so tliat,, = Q rurma.. HOWever, the reactor is unstable
and the furnace heat duty is the most favorable input forimtpa stabilizing
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Table 5: Mode Il - Maximum production rate (Mode Il): Loss bglecting
Tmiz met @S the unconstrained “self-optimizing” controlled vatesh

Case Description Optimal Loss
Tmizmet  Profit [k$/year] [Kblyear]

Nominal F;, = 393 Ibmol/h 0.5555 5931.2 0

D1 Fresh gas feed rate(0.5254 6316.4 175.8

methane mole fraction
from 0.03 to 0.08
D2 Hydrogen to aromat- 0.4943 6249.6 329.0
ics ratio in reactor in-
let from 5.0t0 5.5

D3 Reactor inlet pressure 0.5643 6198.7 181.0
[psi] from 500 to 507
D4 Quencher outlet tem- 0.5381 6371.5 190.4

perature {F] from
1150to0 1170

D5 Product purity in the 0.5202 6531.1 277.3
benzene column dis-
tillate from 0.9997 to
0.9980

Y Implementation error 0.5556 5977.5 46.3
of 0.0001 iNZ iz et

() Loss with fiXxedz, iz mer = 0.5555 (nominal optimum).
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temperature loop. We must accept some “back off” from theimawn furnace
heat duty to avoid saturation in this stabilizing loop. Téfere, we decide to
locate the throughput manipulator at the main feed ratedtod) both in Mode |
and Mode Il. In Mode I, we use a duty controller that keepsftiieace heat duty
at a given value (back off) below its maximum.

3.5 Structure of the regulatory control layer

The main objective of this layer is to provide sufficient dtyabf control to enable
a trained operator to keep the plant running safely withbetuse of the higher
layers in the control system. The regulatory control layersd be designed such
that it is independent of the mode of operation.

3.5.1 Stabilization of unstable modes (including liquid lgels)

In the reaction section, a temperature must be controlledaioilize the reactor
operation. As mentioned, the input with the most direct @ffen the reactor
temperature is the furnace heat duty(,). We choose to control the reactor inlet
temperatureX;;,) becaus€) ., has a direct effect offy,;,, (with a small effective
delay). In addition, there is a lower limit of 11%8 for this temperature, which
may become an active constraint in other cases.

The levels in the separator and the reboiler sumps and reflumsiof the dis-
tillation columns need to be stabilized. Since the througmpanipulator is at the
feed, the inventory control for the columns are set up assggiven feed. For the
distillation columns we use the standard LV configurationoimeans that the
reboiler sump and reflux drum levels are controlled by thél@us. The excep-
tion is the reflux drum level of the stabilizer which is corlied by the condenser
heat duty.

3.5.2 Avoiding drift I: Pressure control

In addition to stabilizing truly unstable modes, a primabyeative at the regula-
tory control layer is to prevent the plant from drifting awagm its desired oper-
ating point on the short time scale. Pressure dynamics arergiy very fast, so
pressure drift is avoided by controlling pressure at setéltications in the plant.
First, pressure should be controlled somewhere in theaeagetycle loop. The
obvious choice is the reactor inlet pressitg, which is an active constraint and
must be controlled at its nominal optimal set point for o@tiraperation. There
are three manipulated variables that can effectively bel tsecontrolled?,;,,,
namely fresh gas fee#,,;, compressor powel’;, and purge flow raté,,, ..
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One could also consider cooler heat daty,,, but since the separator tempera-
ture T,., must be also controlled (active constraint) apd,; has a direct effect
on 7., we decided not to considé€}.,,; as an alternative. Furthermore, since
pressure control should be fast,,; and W, are not good choices. First, exces-
sive movement of},,; will likely upset the plant too much sincg,,,, directly
affects the mass balance of the process. Second, the caopresin expensive
and delicate piece of equipment, so compressor pdleis usually avoided as
a manipulated variable, at least on a fast time scale. ThwekF),, ., as the
preferred choice for controlling reactor inlet presstyg, .

The pressures in the distillation columns need also be clbedrand we use
condenser heat duty as manipulated variables. An exceigtimiade for the sta-
bilizer where distillate rate (vapor) is used instead.

3.5.3 Avoiding drift Il: Temperature loops

Temperature measurements are fast and reliable, so temmeelaops are fre-
quently closed to avoid drift.

Since the operation of the separator has a large impact trth®gas recycle
loop and the separation section, its temperature shouldteotied. Moreover,
this temperature has been identified as an active constiiherefore, a temper-
ature loop is placed in the separator. The choice for the pudatied variable in
this case is the cooler heat duty.

In addition, the quencher outlet temperatlig.,..... (also an active con-
straint) must be controlled to prevent coke formation wgzstr to the quencher.
We use the flow rate of the cold liquid stream from the sepadhe manipu-
lated variable.

The composition control in the distillation columns is uéualow because
of measurement delays and interactions. Thus, tempesastcild also be con-
trolled in the distillation columns to avoid drift on the fasne scale. However, it
is not clear which stages to select for temperature contigllais calls for a more
detailed analysis based on self-optimizing control camsitions. The idea is to
select a temperature location at a given stage in the disbifi columnT; so to
minimize the offset in the composition of important produathen disturbances
occur. To find the best location, we use the maximum gain haerhaximizes the
gain of the linearized modé¥ from u = Q,., toy = T;'°. For dynamic reasons,
we should also avoid locations where the temperature stopmall!. The results
are shown in Figure 5.

For the stabilizer, Figure 5a shows that the best choice fiosteady-state
point of view would be to control temperature around stagéenbesthe scaled
gain is higher at this location. However, as the temperatlope at this stage is
very small, this may give difficult control problems dynaallg, so we decide to
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use stage 31(;'**) instead.

The benzene and toluene columns are essentially binarynosland we ex-
pect the scaled gain and temperature slope to have theis pé#hke same section.
This is confirmed by Figures 5b and c. Therefore, for the be@zmlumn we
control temperature at stage 2if), and for the toluene column at stage7g4).

3.5.4 Avoiding drift lll: Flow control

To reduce drift caused by pressure changes, but also to agaithearity in con-
trol valves, we use flow controllers for toluene feed ratg and hydrogen feed
rate F,y .

3.5.5 Possible “intermediate” regulatory layer

The primary controlled variableg() that we want to control for economic rea-
sons are given in Section 3.2. We here focus on the reaatgcieesystem as the
distillation column units are not critical for the economnia this case (first, be-
cause the loss for composition change is shatid second, because they are not
bottlenecks (see Section 3.3)). The question here is: Doagd any intermediate
regulatory layer, or will control of the secondary conteallvariableg, indirectly
result in “acceptable” control of the primary controllediadblesy,? If we com-
pare the variables controlled in the regulatory controétaglesigned so far) with
the primary controlled variables, then we still need to con® compositions in
Mode | (Ha2,Zmizmet, aNA Tguen 1) aNd 2 compositions in Mode i, and
Tmizmet). 1 N€ cOMposition control will be slow because of measurdrdelays,
S0, as mentioned in Section 2.2.2, we may introduce an igiate layer where
we control the extra variableg which are easier to control on the intermediate
time scale. The degrees of freedom (manipulated varialjleare F,,q, 15 in,sps
andW,. In Mode Il, W; is fixed at its maximum and is therefore not available,
and also in Mode | we choose not ugé at this relatively fast time scale.

Once more, the maximum gain rifds used to decide which variables should
be controlled. We chose not to use compressor pdWemt the intermediate
time scale. The candidate controlled variabjésire chosen to be temperatures,
flows, and pressures in the reaction section (compositi@rsibed out for obvious
reasons) as well as the three manipulated variables theassélhe result of the
maximum gain rule analysis is seen in Table 6 for Mode I.

As seen from Table 6, the economic loss by controling= { Fr.ya, Lrin,sp, Wi}
(Set VII) is almost the same as for the best set in the table\SEhus, we decide
that there is no benefit of an additional “intermediate” ke indirect composi-
tion control in this case.
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Table 6: Local analysis for possible “intermediate” regoitg control: Maximum
(scaled) singular rule of best sets of candidate contreteidbles [V, is assumed
constant).

Set  Controlled variables o(S1G i ’?) 21000

[ FEHE hot side outlet temperaturé,. ) 0.4939
Fresh gas feed raté’,,)

I FEHE hot side outlet temperaturé .. ».) 0.4937
Mixer outlet flow rate ¢,,;..)

Il FEHE hot side outlet temperatur@f.j, ;) 0.4929
Separator vapor outlet flow raté'(,, ,..,)

IV FEHE hot side outlet temperaturé (. ».) 0.4923
Quencher outlet flow rate{,,.,,)

Vv Reactor outlet temperaturé(,,;) 0.4911
Fresh gas feed raté’,,)

VI Reactor outlet temperatur&(,.) 0.4909
Mixer outlet flow rate ¢,,;..)

VIl Furnace outlet temperaturé(,,) 0.4907
Fresh gas feed raté’,,)

VIII  Furnace outlet temperaturéy,,) 0.4906
Mixer outlet flow rate ¢,,;..)

IX  Reactor outlet temperaturé(,.;) 0.4900
Separator vapor outlet flow raté'(,, ,..,)

X Furnace outlet temperaturé,(,) 0.4895

Separator vapor outlet flow raté'(,, ,..,)
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3.5.6 Summary on the regulatory control layer

In summary, we have decided to close the following regujdtmyps in the reactor-
recycle section (Modes | and II):

RR1. Flow control of hydrogen feed rat, .
RR2. Reactor inlet pressuf&;,, with purge flowF,,, ...
RR3. Flow control of toluene feed rafg,,;.

RR4. Quencher outlet temperatig,,,.»., With cooling flow from separa-
tor Fep iig-

RRS5. Reactor inlet temperatufg;, with furnace heat dut() s, .
RR6. Separator temperattifg, with cooler heat duty) ...

RR7. Separator level using its liquid outlet flow rate to tstilliation sec-
tion.

As for the distillation section, we have decided for thedwling regulatory
control structure (Modes | and II):

RD1. Stabilizer pressurB,;,, with distillate flow rateD; ;.
RD2. Benzene column pressuig with condenser heat duty®

cond*

RD3. Toluene column pressuf&. with condenser heat duty’

cond*

RD4. Temperature at stagel3!® with reboiler heat duty)s'" in the sta-
bilizer.

RD5. Temperature at stage 24 with reboiler heat duty)®, in the ben-
zene column.

RD6. Temperature at stages with reflux rateL,. in the benzene column,
RD7. Reflux drum level with condenser heat dgij*®, in the stabilizer.
RD8. Reboiler sump level with bottoms flow rafg;,, in the stabilizer.
RD9. Reflux drum level with distillate flow ratB,. in the benzene column.

RD10. Reboiler sump level with bottoms flow rai®,. in the benzene col-
umn.

RD11. Reflux drum level with distillate flow rate;. in the toluene column.
RD12. Reboiler sump level with bottoms flow rafg. in the toluene col-
umn.
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3.6 Structure of the supervisory control layer

The production rate manipulator is selected as the tolueee fate. In Mode | it
is fixed and in Mode Il it is adjusted to give the desired maximiurnace duty
(with some back-off).

The aim of the supervisory control layer is to keep the aatwestraints and
unconstrained (self-optimizing) controlled variables@tstant set points. For the
unconstrained controlled variables, we select in Mode laiotiol Set | in Table
3, i.e. mixer outlet inert (methane) mole fraction,(, ....) and quencher outlet
toluene mole fractiona(en. o). 1N Mode Il, the compression powéV’; is not
available as a degree of freedom, and we only cont{@} ,...:.

We here consider in detail Mode I. With the regulatory contiglace, there
are still 9 composition loops (3 compositions in the reactmycle sectionand 2 in
each distillation column) to be closed in the supervisoygtaWe first consider a
decentralized structure and proceed with a more detailelysis based on RGA
methods which requires a linear model of the process andhisrvie use the
linearization capabilities of Aspen Dynamid$. A linearization script defining
controlled and manipulated variables can be easily writtékspen Dynamics"
and the linear state-space model with constant matrices &, Bnd D generated
by the code are exported to Matl’dh to be used in the linear analysis.

We start with the distillation columns taken one at the tifike steady-state
RGA matrix tells us in all cases to use the expected pairingrevheflux controls
the top product. For the stabilizer,= [Ly., 75'] andy = [T7'* 3% ] and
the RGA matrix

0.9844 0.0156
Astar(0) = { 0.0156 0.9844 ]

suggests to pair reflux raté () with condenser temperatur&{*’) and the set
point of the temperature controller at stagélgg‘gb) with methane mole fraction
in bottoms (5% ,).

The steady-state RGA matrix for the benzene column (with [Ly. T3 )]

andy - [xbg,tol beg,ben])

1.8457 —0.8457

Moc(0) =1 _geu57  1.8457

indicates the pairing should be reflux rate, ) with benzene mole fraction in
distillate 5 ,,;) and the set point of the temperature controller at stag&2Q,)
with benzene mole fraction in bottomsy,, ).
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As for the toluene column, since the stream of interest islitidlate (recycle
of toluene to the process), we choose to use reflux rfatgto control the temper-
ature at stage S{°). This gives a steady-state RGA matrix (with= [Q1<, T3¢, ]
andy = [fftﬁ,tol x%,dip])

1.3187 —0.3187
Me(0)= | _o3187 13187
and the chosen pairing is reboiler heat dufy{) with toluene mole fraction in
bottoms 7% ,,;) and the set point of the temperature controller at stagg®,X
with diphenyl mole fraction in distillatex(s ;).
For the reactor-recycle section, a control configuratiaritie remaining x 3
partially controlled system (here denotgd 3) with the available manipulations

U = {Trin,sp; W57 thd,sp} (3)

and controlled variables

Y= {THQ; Tmix,met xquen,tol} (4)

need to be designed, whefg,, , is the set point of the temperature controller at
the reactor inletf,,q 5, is the set point of the hydrogen feed rate flow controller,
Tmizmet 1S the methane mole fractions at mixer outlet angl,, ;.; is the toluene
mole fraction at quencher outlet.

To check the controllability of the 83 system {s.3), we obtain the zeros,
and found two pairs of RHP-zero850 + 908: and588 + 346: rad/h), but these
are located quite far into the right-half plane (correspogdo an effective delay
at aboth—éOh = 0.24min) and will not cause any performance limitations. We
also found that the RHP-zeros were moved closer to the ofilgnoming more
restrictive) by loosening the control (using lower gains}he regulatory loops.
This indicates that we have paired on negative steady-gtites in the lower
loops'?, but this is not a problem as long as the regulatory loops ddailqe.g.,
saturate) and are sufficiently fast.

At first sight, it seems reasonable to paly,q s, with rH, (hydrogen to aro-
matic ratio at reactor inlet) since we might expég}, ,, to have a large and direct
effect onr H,. However, the steady-state RGA analysis matrix

—-0.3736  1.1774 0.1962
Aveac(0) = | 05032 —0.1439 0.6407
0.8704 —0.0335 0.1631

25



suggests this should be avoided due to pairing on negateelptstate RGA el-
ements. To avoid pairing on negative RGA elements, we mustlpa ,, with
Zquen,toly Ws With rHy; and Fjyq s, WIth 50 met. Figure 6 shows the RGA num-
ber (|Areae — I3]]sum) *° @s a function of frequency for these pairings, and we find
that the dynamic interactions are also small.
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Figure 6: RGA number as a function of frequency for reactition with pairing
Trin,sp - xquen,tol; Ws - THQ; anthyd,sp = Tmiz,met-

3.6.1 Summary on the supervisory control layer

In summary, we close the following supervisory control lsap the reactor-
recycle section (Mode I):

SR1. Toluene mole fraction at quencher outlgt., ., With set point of the
reactor temperature controll&y;,, .

SR2. Methane mole fraction at mixer outle},;, ... with set point of the
hydrogen feed rate flow controlléf,,q s, .

SR3. Hydrogen to aromatic ratio at reactor intéf, with compressor
powerivs.

In addition, in the distillation section we close the folliogy supervisory loops
(Modes I and II):
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SD1. Toluene mole fraction in bottomg; ,, with reboiler heat duty)ys,
in the toluene column.

SD2. Benzene mole fraction in bottoms ., with the set point of the
temperature controller at stage 2} ., in the benzene column.

SD3. Toluene mole fraction in distillate}s; ,, with reflux rateL,. in the
benzene column.

SD4. Methane mole fraction in bottoms;?’ , with the set point of the
temperature controller at stagggsf;” in the stabilizer.

SD5. Diphenyl mole fraction in distillates ,,, with the set point of the
temperature controller at stagd'§,, in the toluene column.

SD6. Condenser temperatufg®® with reflux rateL,,, in the stabilizer.

3.6.2 Switching between Mode | and Mode I

For Mode I, the strategy is to keep the toluene feed Fageconstant at its nomi-
nally optimal set point. For Mode IE;,; controls the furnace heat duty;,,, s, =
Q furmaz — Q furpackoss (NON-Optimal strategy), Whei@ ., packos s 1S the back-off
(input resetting) from the maximum furnace heat duty to @vbat it saturates,
which may give instability because of loss of stabilizinghegorature control. This
back-off value must be found based on the expected distoesdior the reactor
temperature control loop.

Switching from Mode | to Mode Il may be accomplished throulyé tollow-
ing logic steps:

1.

Break the loop betwedl, andr H, and fix the compressor pow#r; at its
maximum.

UseF},,q,sp to controlr H, (to assure active constraint control).

UseT,, sp to controlz,,;. me: and change the set point of,;; .. from its
nominally optimal value in Mode | (0.5724) by its nominallgtamal value
in Mode 1l (0.5555).

UseF,,, s, to control@ s, (production rate manipulation).

. Tune the loops with the parameters listed in Tables 7 amib& that only

the l00pSF,yq.sp - rHy and Fyy 5, - @ e NEEd to be retuned.
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3.6.3 Controller tuning

The lower layer loops selected above are closed and tunedtahe time in a

sequential manner (starting with the fastest loops). Adpgmamics™ has an

open loop test capability that was used to determine a fidr@lus delay model
from u to y. Based on the model parameters, we used the SIMC tuning'futes
design the Pl-controllers:

1 7

c = Em, T = m|n[7’, 4(7—0 + 0)] (5)

wherek, 7, andd are the gain, time constant, and effective time delay, espe
tively. In our case, we choose = 3¢ to give smooth control with acceptable
performance in terms of disturbance rejection.

The controllers parameters, gaif) and integral time-, are given in Tables
7 and 8 for the reactor-recycle section and distillatiortiea¢ respectively. See
also Figures 7 and 8 for the controller tag.
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Table 7: Tuning parameters for the reactor-recycle se¢htmdes | and II).

Loop Pl-controller parameters
No. Input Output Tay K.(%/%) 7 (min)
RR1 W Fhya FCO02 3.08 0.65
RR2 Vj P PCO1 144.7 0.80
RR3 V3 Fio FCO1 3.13 0.57
RR4 Vs Touencher TCO1 34.98 0.47
RRS Qv  Thin TCO3 9.83 0.67
RR6  Qeoot  Tsep TCO02 1.36 0.80
RR7 My,  Fiepuig LCO1 2 -
SRY Trinsp Tquentor CCO2 0.69 2.93
SR2  Fhyasp Tmizmee CCOL 0.54 12.48
SR3 W rHo RCO1 0.27 2.86
SRZ Tiinsp Tmizmee CCOL 0.54 12.48
SR3  Fhyaspy TH> RCO1 0.07 49.55
SR Fisgp Qpur QCo01 1 100

@ See tags in Figures 7 and 8.
b This loop is only activated in Mode |.
¢ This loop is only activated in Mode II.

3.7 Structure of the optimization layer

Since we obtained a design that takes care of importantriestees (self-optimizing
control structure) with acceptable loss, on-line optirtiaais not needed.

4 Dynamic simulations

In this section, we compare the control structure designetis study with the
one proposed by Luybérfor Mode | of operation. They are both based on the
same underlying Aspen model but LuyBeonsider a different steady-state oper-
ating point. However, a good control structure should npeael on the operating
point. In order to have a consistent basis for comparisornyseethe steady-state
considered in this paper but maintain the original tuninjrsgs determined by
Luyber?. Figures 9 through 12 compares the results for the disteesaim Table

9.
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Table 8: Tuning parameters for the distillation section (s | and ).

Loop Pl-controller parameters

No. Input Output Ta@§ K. (%/%) 7 (min)
RD1 V; Pstap PC11  122.02 0.80
RD2 Q. D PC33  56.30 0.80
RD3 be + Phe PC22  21.047 0.80
RD4 stab stab - TC11 1.23 0.80
RD5 L, Tie TC33 110.44 1.12
RD6 be,  TYS TC22 5.82 4.8
RD7  Mgeb  (Qstab |1 C11 2 -

RD8 Mjl%* By,  LC12 2 -

RD9 MY Dy LC21 20 -

RD10 MY B LC22 2 -

RD11 Mk D, LC31 2 -

RD12 MY By LC32 20 -

SD1 ey wh,, CC31 40.96 16.19
sb2 Ty, :clgben CC21 6.69 4.56
SD3 Ly a5, CC22 43264 25.60
Sb4  Tyleb xSB'f?TZet CC11 5611.33 1.74
Sb5 T¥, 254, CC32 56.95 52.61
SD6  Lgu TP TC12  4243.41 0.8

@ See tags in Figures 7 and 8.

Table 9: Disturbances for dynamic simulations of the HDAq@ss.

# Variable Nominal*) Disturbance {)
Dynl Toluene feed ratef,;) 300 Ibmol/h  +30 Ibmol/h (+1%)
Dyn2 Toluene feed ratét,;) 300 Ibmol/h  -30 Ibmol/h (-1%)
Dyn3 Methane mole fraction in hydrogen feed ratg £) 0.03 +0.05
Dyn4 Quencher outlet temperatutg (. ,..sc,) 1150F +20°F

(*) This refers to the optimal nominal considered in this work.
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From Figures 9 - 12, we can see that the structure of Luylimot opti-
mal (or even feasible) in some cases, specifically, in respom material and/or
component mass balances disturbances, since the hydiregeomatic ratio at
reactor inlet- H, and product purity:s ..., which are active constraints, are not
controlled. The hydrogen-to-aromatic ratif, in the structure by Luybehgives
a much higher offset variation than the product purity,,, which contributes
to increase the economic loss of this control structures Tdtifies the benefit of
having a control structure that gives (near) optimal stestdye operation which
is the goal of any enterprise.

Moreover, Luyber does not consider using compressor polieras a degree
of freedom (it is actually assumed constant) in contragt witr control structure
that makes use ofl/; for long term control. Economically, this can result in
economic losses since in some cases it has been used egbess®e, e.g., Figure
10).

However, in general, the dynamic responses of the two clostinactures are
similar with essentially the same settling time (about 4repand with small os-
cillations which shows that although based on differeradyestate consideration
they are to some extent robust to the considered disturbance

For Mode Il of operation, we found that a back-off in furnaeahduty ) ;,.)
from 100% to 98% takes care of all the assumed disturbances without saiorati
of Q.. The simulation results for disturbances Dyn3 and Dyn4 asiated
in Figures 13 and 14. As one can see, the responses are navédsgthose of
Mode | of operation but they are still satisfactory if we cioles that practically no
controller retune from Mode | was performed. Adaptive scasmould improve
the response, but this is not considered in this paper.

33



[sinoH] awi L

‘190,01 9SBAIOUI G+ :TUAQ SouURqINTgISa|gRIIeA P3]03|as JO asuodsal diweuAq | Spo :6 ainbi4

ve

== Ftol [Ibmol/hr]
260.0 2800 3000 3200 3400

== Fgas [Ibmol/hr] =O= Prin [psi]
399.0 429.0 459.0 489.0 51I0.0 49I5.0 509.0 50|5'0 519.0
== Qfur [MMBtu/hr Fben [Ibmol/hr] == rH2 [Ibmol/lbmol]
80 120 160 200 240 90 26'0'90 2800 3000 3200 40 45 50 55 60
=b=Ws [hp] == Xben [lomol/lbmol] =p= Xmix,met [Ilbmol/lbmol]
=] 409.0 480.0 SGIO.O 64I0.0 g 0.9?96 0.9997 0A9'998 g 0~|56 .:57 0.:58 0.:59 Oi6
o
o =} o
af ol <
[N [ =
of of o
- P =L
o[ E o o
N o N N
= © =z © cuoj — © §
5 g 3 8 3 8
@ 5 @ ] ] 15§
z N[ 2 2l 3 = N 4
P g g 2 o7 £
S o £ 15} 1= o
0, S 8 =3 7 =
7 S = =1
3 w = w|
of of ©
wl w| W
o ol o
>l s T2 N s
o o g ® o
S5
SF & &
& o[ o
oL ol ol
o o o
=O= Ftol [Ibmol/hr]
269.0 289.0 30(I).O 329'0 349‘0
== Fgas [lbmol/hr] =O= Prin [psi]
399.0 42(IJ.0 45(.)'0 48.0'0 519.0 49.5'0 509.0 SOIS.O 51.0‘0
== Qfur [MMBtu/hr] == rH2 [Ibmol/lbmol]
=O= Fben [Ibmol/hr]
80 120 160 200 240 5400 2600 2800 3000 3200 40 45 50 55 60
=>=Ws [hp] — Xben [bmollbmo == Xmix.met [lbmolAbmol]
2 4000 4800 5600 6400 o 0.9666 "0.0987 0,008 © 056 057 058 059 06
'O T 1 o
oL o o
w ol o
_n
| =3 - g8
o ol =)
el e S
0 E ol o
N o N M
of of o3 4° o]
g - s 3 = 3
23 g 5, L g
N = YL =
G LS ik e x 2
c 2 g J = v 3 @
S g € 5] 3 @ =3
3 2 2 = [6)] 2 5
w w | S w| o 3 =1
or 5 ° z
@) <
>
w w | W (.0.-
o o o § :'U
Cr>< T 5 5
IS @ g Eal
st ar 3 g °of <
S |x
F < » &L Q|
o & o [
ot Q.
I3 oL
gl g 5

340M SIY1 ul uoneinbiyuo)

uolreinbiuod s.usgAnT



"1°1,u1 8SeaIdUl - :ZUAQ @ouRqINIgIPAlgeLIBA PB1I3as JO asuodsal dlweuAq ;| 9po\ 0T 2.nbi4

[sinoH] awiy

[sinoH] w1

=O= Ftol [Ibmol/hr]

260.0 280.0 300.0 320.0 340.0
== Fgas [lbmol/hr]
399.0 429.0 4SP.O 489.0 519.0
== Qfur [MMBtu/hr]
8.0 12.0 16.0 20.0 24.0
== Ws [hp]
o 4000 4800 560.0 640.0
° T T 1
ol (9]
o
_n
=L o
oF £
<
Q
3.
T
<
2
o
=]
172
=O= Ftol [Ibmol/hr]
26(|).O 289.0 309.0 32|0.0 34|0.0
=J= Fgas [Ibmol/hr]
399.0 429.0 459.0 489.0 519‘0
== Qfur [MMBtu/hr]
SiO 12|.0 16|.0 2q.0 24|.0
=p=WSs [hp]
o 400.0 480.0 560.0 640.0
o T T 1
o
St
_n
Bl =5
X
(@]
= D
w 2}
E ]
wn c
N (7))
S] )
<
S B
NN (@} g
@ S z
3 15
>
-c 2]
wl| =
S) D
?
O o
ot g =
©
=
»
5 o]
T
INE (=}
o 7]

0'S

[sinoH] awi L

[sinoH] awi L

Ge

=O= Fben [Ibmol/hr]
249.0 269.0 289.0 309.0 329.0
== Xben [Ibmol/Ibmol]
=] 0.9996 0.9997 0.9998
> T i
o
St
i
St
=
w0
N
of o
o
R
o
N 3
o[ T
5]
Q
c
w| =3
o
w
@
T X
=l g g
) ot S
» -
o
(&
ol
=O= Fben [Ibmol/hr]
249.0 269.0 289.0 30.0'0 32.0'0
== Xben [Ibmol/lbmol]
=} 0.9?96 0.9997 0.9?98
o
o
St
[y
St
=
oF
N
of o
@
=]
N
o
N 3
o o
15}
Q
c
w =3
@t
w
wt
>
2t
m cr><
g g
Eall B =]
o
o
gL

[sinoH] awi

[sinoH] awi

=O= Prin [psi]
495.0 500.0 505.0 510.0
== rH2 [Ibmol/Ibmol]
4.0 4.5 5.0 55 6.0
== Xmix,met [[bomol/lbmol]
o 0.56 0.57 0.58 0.59 0.6
= T T T i
o
St
—
I
= N
° /’-
N
oF
| X
o 'a c;nu
k o
3 Q
N X e
] %]
@
Q
S
w =1
pg s
w
N ]
=
B
b s
B
5F
(%]
oL
=O= Prin [psi]
49|5.0 509.0 50|5.0 51|0.0
== rH2 [Ibmol/lbmol]
4.0 45 5.0 55 6.0
T T T T 1
== Xmix.met [lomol/ibmol]
o 0.56 _0.57 058 0.59 0.6
o T T T T 1
oL
(&)
=L
°© X
3
tag g
=l 3 =.
& < =]
.
© Py
o
= 1
N T g
4] N $
[\ 2
o a| S
o 0
o
2
af =
o
2 =
»
of 7)) MI
2
=l 28
(9%
o
ol
o

YoM SIYyl ul uoneinbiyuo)

uoneinbiyuod s,uagini



“Pifirasealoul GO'0+ :EUAQ aouegINIBIRA|qRIIRA Pa123|as JO asuodsal alweuAq | 8pON :TT ainbi4

[sanoH] awi L

[sinoH] awiL

=O= Ftol [Ilbmol/hr]

26.0'0 28IO.O 309.0 329.0 349.0
== Fgas [Ibmol/hr]
39I0A0 42.0'0 459.0 489.0 519.0
== Qfur [MMBtu/hr]
8.0 12.0 16.0 20.0 24.0
== \Ws [hp]
[=} 400.0 480.0 560.0 640.0
> T T 1
ol (9]
ol
I
St
N
S
_n
o
N =X
o
O =
s E}
N 2
o 2
=
@
w
g8
Wl
5]
T
«Q
)
IS 7]
2t
N
St
al
o
=O=Ftol [lbmol/hr]
26|0A0 28|0.0 30|0.0 32,0-0 34,0-0
= Fgas [Ibmol/hr]
399.0 429.0 45|0.0 48|0.0 51p.o
== Qfur [MMBtu/hr]
8.0 12.0 160 20.0 240
== Ws [hp]
o 4000 480.0 560.0 640.0
o T T 1
o
St
=L
o \\
N
oF
s
o E =
%) 3
N E
o oy
z
=
n
w
o
Gr O
=4
IS _n
of =5
&L ol
@ D
7]

0'S

[sinoH] awi .

[sinoH] awi L

=O= Fben [lbmol/hr]
0

9¢

249.0 269.0 3 9.0 329.0
== Xben [Ibmol/lbmol]
[=} .9996 0.9997 0.9998
o
o
St
N
St
i
o
N
o @
[}
=3
N
o
N 3
o he}
5]
Q
c
[=}
w e
“r
w
o
T X
-~ g 3
or S =
N
bl S
o
oL
=O= Fben [Ibmol/hr]
2400 2600 3000 320.0
== Xben [lbmol/Ibmol]
[=} 0.9996 0.9997 049'998
o
o -
4
=L
o
=
(&)
N
ol o]
@
=1
N
@
N 3
o o
5]
Q.
<
w Q
“t
W
wn
b
o
X
Eal
5 U‘I‘I s
@ =]
S
ol
o

=O= Prin [psi]

49"5.0 509'0 519.0

== rH2 [Ibmol/Ibm

4i0 4i5 6i0

== Xmix,met [Ilbmol/lbmol]

=] 0.56 _0.57 0.58 0.59 0.6

> i i i i i

o

oF

g

e X

3

o
N ks
ol 2

X

N -

o P
= o
Z 8
— N 5
T DL
g” g
4, §‘-

w

et

w

S V)

=

»

bt

> -

o

o

oL

=O= Prin [psi]
495.0 500.0 510.0
== rH2 [Ilbmol/lbmol]
4.0 4.5 6.0
=>= Xmix.met [lbomol/lbmol]
=) 0.56_0.57 0.58 0.59 0.6
° i i i i i
o
St
i
= f— %
3
23
af T 3
x
v} N}
NS
24 ° &
3 = 3
Y T 8
F ol N [0
5 v e
3 o
w ol E
of 9)
o
>
w 2]
o =1
o
~ >
of —
<.
N o
G =
(1)
o
oL
o

3Jom siy) ui uoneinbiyuo)d

uoneinbiyuod s,uagAn



~pyuanh 1 9sea Ul fig+ [PUAQ 9ouRqINTgIpA|gelLIeA Pa109|as Jo asuodsal olweuAq ;| 8poN (2T 24nbi4

=O= Ftol [Ilbmol/hr]
260.280.300.820.340.860.380.800.@20.0

== Fgas [Ibmol/hr]
39|0.0 42|0.0 459.0 489.0 51?.0

== Qfur [MMBtu/hr]

80 120 160 200 240
== \\s [hp]
) 4000 4800 560.0 640.0
o=
n
o
ol _’Q
c
s
—
g8
el 1
(%)
T
-
=3
N
o
= <
3 3
b ]
2 z
3, S
n
w|
o
w
(9,1
T
«Q
QD
> (%]
o
A
[9,)
o
ol

=O= Ftol [Ibmol/hr]
260.0 280.0 3000 3200 340.0

== Fgas [Ibmol/hr]
39IO.O 429.0 45|0.0 489.0 519.0

== Qfur [MMB1u/hr]
8.0 120 160 200 240

=>=Ws [hp]
[=} 400.0 480.0 560.0 640.0
> T T |
o | (ES
a %) =
=
°| {
=
8
N
M
- =
3 )
=n| 2
3, S
w -|'| e
° 8
wl
o
s
o
oL
(@]
El 8 D
o %]

0's

[sinoH] awi]

[sinoH] swiL

LE

=O= Prin [psi]
49:5.0 50|0.0 50|5.0 519.0
== rH2 [Ibmol/lbm
=0O= Fben [lbmol/hr] 4.0 45 6.0
249.0 269.0 289.0 309.0 329.0 r T 1
=D= Xmix,met [Iomol/lbmol]
== Xben [Ibmol/lbmol] .
o 09996 09997 09998 S 056 057 058 059 06
P : i
o o
o[ 3
IR I
of o
—
T
= = N
(& o
N N
o - ol
o (o]
N 3 % o g
o o 01 r %)
3 2 X 1)
g 2 B 2
s = o) <)
wl - w0 ing =
° of El
<
el 8 w
(5] - L U
(9]
T O_>< =
o
2 g
st 3 a|
> -
o »
pllS
oL
o o
al
=O= Prin [psi]
49:5.0 509.0 50:5.0 Slp.O
== rH2 [Ilbmol/lbm
=O= Fben [Ibmol/hr]
2400 2600 2800 3000 3200 40 4.5 6.0
== Xben [Ibmol/lbmol] =b= Xmix.met lomollbmol]
=] 0.9996 0.9997 0.9998 o 0.56 057 058 059 06
o T 7 o T T T T i
o oL
o[ o
IR g8
of o
- =
ol o U
g.
N by s
¢ o
<) g 5 §
g 3 g
af ® Tar P
o =] @
3 £ qQ
w 5, w| X =1
of o g
=2
W W <
(& (&)
IS L =
ol o T
N
M £
» g o} AL
o[ o S o
o o |
o o

YoM SIYyl ul uoneinbiyuo)

uoneinbiyuod s,uagini



8¢

“tit@sealoul GO 0+ :SUAQ ourqINISIP 10} Sa|geLIeA

pa109as Jo asisd) olweuAqg :(pom siyr ul uoireinbiyuod) || SPoN (€T ainbi4

[sinoH] awn )

=O= Ftol [Ibmol/hr]

369 0 389.0 409 0 429 0
== Fgas [Ibmol/hr]
569 0 609.0 649 0 689 0
(= Qfur [MMBtu/hr]
22|.O 23:.0 24}.0 25|.0
D= WSs [hp]
=) 400.0 480.0 560.0 640.0
o U T 1
g B '-v-n E
g %)
-
St
8
<
T
S
N
oF @)
<
Q
3.
DL g
&n oy
=2
=]
n
w
ot
w
“F
bl B
o
bl B
ol
(4]
oL

[sanoH] awi L

3400 3500 360.0 370.0 380.0
== Xben [Ibmol/lbmol]

o 0.9?96 0.9997 0.9?98

o

o

3

[N

[=}

-

3

N

o w
@
N
[0}

N 3

o o
g
Q
c

w =3

[S) tr><

n ®
g =]
w >
(6]

(0874

Sv

0'S

=O= Fben [Ibmol/hr]

[sinoH] swi

=O= Prin [psi]
49|5.0 509.0 50|5.0 51|0.0
== rH2 [Ibmol/lbmol]
4.0

4.5
T

6.0

== Xmix,met [lbomollbmol]

S0

0T

ST

0¢C

o€

g€
T

Sy
T

0's

0.|55 0.

Xiw'‘yaw
1w’y X

56_0.57 O.|58 0.:59 0'.6

uonodas 10joeay




Reactor Section

3 o o
| [l (=]
[Te]
[e2]
—0L
—w| 29
(=] O 0| o o
=9 5 | 59
= (=]
&% 5 | g rH,
£ £ol 20
— O 0 -
o = o © \ / P
o £ i
{>c5- T | 2% rin
3 n E°
P Xy
[rp] 8 X .
%o’ met,mix
(=]
wl oL | | | | | | | | | |
¢ v 0.0 0.5 1.0 1.5 2.0 25 3.0 35 4.0 45 5.0
Time [Hours]
[ee]
= I Benzene Product
O D
o0 (=]
) (=)
- Xben
= gg
<
5 | 29 =
Eq 2° / ben
=oF £
cg =
37 &8
e ook
< O
¢ ¢°’
(=]
oL 1 1 1 1 1 1 1 1 1 |
& 0.0 05 1.0 15 2.0 25 3.0 35 40 45 5.0
Time [Hours]
@ °. o < Manipulations
O O wr O
[V ) ol <
< (] [le]
(=]
—o|l =aqo ¥ 3L WS ./\
=9 =92 £o ¢
SgS§ aF =
= 2
eV EC 27 =g Qtur
= = s 9o
= = =®
o % = < F
£9 2o 2o % tol
g 13 99 To F
o) [:]no % SF gas
<
o o o
oL oL (\i- 1 1 1 1 1 1 1 1 1 1
& 3 N 0.0 05 1.0 15 2.0 25 3.0 35 40 45 5.0

Time [Hours]

Figure 14: Mode Il (configuration in this work): Dynamic resse of selected
variables for disturbance Dyn4: +20increase il ,ccher-

5 Conclusion
This paper has discussed control structure design for th& ptDcess using the

design procedure of Skogestaaith emphasis on the regulatory control layer. For
this process, the bottleneck for maximum production rated#ll) was found to
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be the furnace heat duty,,,. However, this heat duty is needed to stabilize
the reactor, so the throughput manipulator was selectedeawluene feed rate
Fi,. The final regulatory control layer shows good dynamic resps, as seen
from the simulation results. One reason for this is that gstesnatic procedure
ensures that the process does not drift away from its nofyioptimal operating
point. The pairing decisions discussed in the design ofegalatory layer could
be essentially decided on more practical terms even tholugy are not truly
guantitative. Note that no “intermediate” control layerswveeeded in the hierarchy
which contributes to a low complexity of the overall contstiiucture.
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6 List of captions

Figure 1: Typical control hierarchy in a chemical plant.

Figure 2. General representation of inventory controtljvproduction rate
set inside the plant).

Figure 3: HDA Aspen Dynamid$? process flowsheet.

Figure 4: Optimization of the HDA process with variableushe feed rate.
The compressor power reaches its maximur,gt= 380 Ibmol/h and the
furnace neat duty becomes a bottleneckigt= 393 Ibmol/h.

Figure 5: Temperature slope (solid line) and scaled gattéd line) for
distillation columns. Temperature should be controlled kication where
both are sufficiently large. (a) Results for stabilizer; Rasults for benzene
column; (c) Results for toluene column.

Figure 6: RGA number as a function of frequency fgrs; with pairing
given byTrin,sp - xquen,tol; Ws - TH2; anthyd,sp = Tgz,met -

Figure 7: Mode I: HDA Aspen Dynamiés! process flowsheet with con-
trollers installed.

Figure 8: Mode Il: HDA Aspen Dynamiés! process flowsheet with con-
trollers installed.

Figure 9: Mode I: Dynamic response of selected variablesligturbance
Dynl: +10% increase inf},,.

Figure 10: Mode I: Dynamic response of selected varialdeslisturbance
Dyn2: -10% increase inF},;.

Figure 11: Mode I: Dynamic response of selected varialdeslisturbance
Dyn3: +0.05 increase im,;,;.

Figure 12: Mode I: Dynamic response of selected varialdeslisturbance
Dyn4: +20F increase i yyencher-

Figure 13: Mode Il (configuration in this work): Dynamic pesse of se-
lected variables for disturbance Dyn3: +0.05 increase,in.

Figure 14: Mode Il (configuration in this work): Dynamic pesse of se-
lected variables for disturbance Dyn4: +Edncrease iff jencher-
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